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BROADBAND INVERSION AND SOURCE LOCALIZATION OF VERTICAL ARRAY
DATA FROM THE L-ANTENNA EXPERIMENT IN 1999

1 INTRODUCTION

A matched field processing experiment using a 1040 m hydrophone array was conducted in the
Barents Seafrom 2 — 8 August 1999 (1)(2). The measurement area was at Nordkappbanken,
outside the Tana fiord and the antenna was deployed in an upright L-shape at approximately
320 m depth. In the first report on inversion of vertical array data from 1999, a single charge
detonated at range 5.9 km and depth 17 m was studied (3). Inversion was carried out at
different frequencies between 22 Hz and 87 Hz using SAGA and genetic algorithms. The
OASES module OAST was used as forward model, and the covariance matrix was input to the
Bartlett objective function. The geoacoustic model consisted of six layers: semi-infinite
vacuum, three water layers, one sediment layer and a semi-infinite substrate layer. Inverting
the four parameters water depth, sediment thickness, sediment velocity, substrate velocity, the
Bartlett power was computed to be —1.4 dB at 48.9 Hz. Source localization was carried out at
different frequencies and usually the range estimate was in the closest cell to the true range
using the baseline model with GA estimated water depth, sediment thickness and sediment
velocity at 48.9 Hz. The source was generally located at correct depth in the water column.

In this report atotal of seven shots are inverted. Both single- frequency and broadband
inversion are demonstrated, in addition to broadband source localization. SAGA with OAST as
forward model is used. Only data from the vertical array are analysed.

2 EXPERIMENTAL

The 1999 experiment using a 1040 m hydrophone array was conducted outside the Tanafiord.
The receiver station was onboard R/V H U Sverdrup 11, which also deployed and retrieved the
antenna. The source vessel K/V Polarvakt sailed three runs deploying explosive charges.
Detonation times and source signals (bubble pulse periods) were recorded onboard the source
vessdl using asingle, towed hydrophone. A few days after the acoustic experiment seismic
reflection and refraction measurements were carried out from R/V H U Sverdrup 1l along the
three run lines.

The vertical part of the antenna consisted of 21 hydrophones with spacing 10 m. The hori-
zontal part consisted of 10 hydrophones with spacing from 20 m — 240 m as shown in Figure
2.1. The hydrophones had either 12 dB or 32 dB gain. The sampling frequency was 3051.8 Hz,
and the data was recorded in sequences of 506 samples with time tagging (GPS time). Hence
each sequence lasted 0.1658 s. Detailed descriptions of the array configuration and acquisition
system are found in (4) and (5). The tilt of the vertical antenna was monitored continuously
during the experiment using three Aquadopp current meters. The current meters were fastened



to the array cable with strips and tapes approximately 194 m, 104 m and 14 m above the lowest
hydrophone.
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Figure 2.1 The array configuration in August 1999. The vertical part was ESE of
the planned array position. The bearing of the horizontal part was
295.7°.

In the first run in 1999 the source vessel sailed end-fire towards the antenna. In total seven
shots from the last part of run 1 in 1999 are studied in this report. The first shot, # 109, was
dropped from the source vessel at 02:15 on 5 August 1999. The last shot, # 115, was dropped
at 02:33. Asdiscussed in (3) the maximum horizontal displacement of the vertical antenna due
totidewas4 —5 m at the end of run 1. The nominal detonation depths aternated between

18 m, 91 m and 244 m, while the actual detonation depths were estimated from the first bubble
pulse periods. There was some deviation between nominal and actual source depths, especialy
for the 91 m and 244 m shots. However, above 40 Hz the source levels should be more or less
independent of detonation depths, as shown in Figure 2.2. The position of the source vessel
was recorded using a p-code GPS, while the position of the antenna was estimated from the
nearest shots (6). The horizontal range between the source and the receiver (vertical array) was
estimated using the positioning and geometrical information. The source-receiver range for the
seven shots decreased from 8.70 km to 3.17 km. The detonation times, source depths and
ranges are listed in Table 2.1. The geometry isillustrated in Figure 2.3. During the seven shots
the water depth increased from 342 m to 324 m.

At 02:35 on 5 August, only afew minutes after the last shot, a sound speed profile was
measured at the source position using an XCTD (nol9). There was a warmer surface layer of
thickness 20 — 40 m with sound velocity 1481 — 1488 m/s, and a colder bottom layer with
sound velocity down to 1463 m/s, see Figure 2.4. The average sound velocity was 1473 nvs.
Computation of the sound speed based on time of detonation, time of arrival and geometric
information for shot # 113 confirmed the average value.



The time series are plotted in Appendix A. The data were bandpass filtered 20 - 1000 Hz to
avoid low-frequency noise. The arrivals show ray pattern, and surface and bottom reflections
are easily observed. The arrivals are easiest to be identified for the shallow shots, which had a
bubble pulse period of 120 — 130 ms, see Table 2.2. The deegpest shots had a bubble pulse
period of only 20 ms, and the shock pulse and the different bubble pul ses were soon mixed
together. Even if it is easy to observe the arrivals for the shallow shots, the apparently direct
pulse may not be the true one due to the downward refracting sound speed profile. Detailed
analysis and simulation of one of the shallow shotsin (3) showed that the direct pulse and the
first-bottom reflected pulse did not arrive the vertical array. The first pulse observed, was the
bottom-surface reflected. These effects were not seen for the deeper shots.

The power spectra of the seven shots are plotted in Appendix B. The spectra were computed
using a rectangular window and an FFT size of 40 sequences (covering in total 6.6 s and
starting about 1 s before the first pulse arrival). The frequency bin was about 0.15 Hz. The
bubble pulse periods made the interference pattern in the spectra ard the shallow shots
exhibited the smallest interference length.
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Figure 2.2 Source levels of 18 m, 91 m and 244 m SUS charges with 0.82 kg TNT
(Gaspin and Schuler 1971, N R Chapman 1988).

Shot Source Source- Water depth | Drop time | Recorded time
number depth receiver at source (hh:mm) of detonation
(m) range position (hh:mm:ss)
(km) (m)
109 S 17.3 8.70 341.8 02:15 02:15:07.6850
1101 86.2 7.76 337.3 02:18 02:18:17.6480
111D 241.4 6.83 334.5 02:21 02:21:47.6400
112 S 17.2 5.91 330.8 02:24 02:24:07.5100
1131 96.1 4.98 327.8 02:27 02:27:19.4390
114D 247.5 4.07 326.5 02:30 02:30:46.8130
115S 17.2 3.17 324.0 02:33 02:33:07.5690

Table 2.1  The source depth and source-receiver range of the shots inverted in the
report. All charges had 0.82 kg TNT. The water depths at source
positions are also listed. The source depth was estimated from the
bubble pulse period measured close to the source position.
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Figure 2.3 The bathymetry measured from the seismic vessel for the last 12 km of
run 1. The vertical array is at 0 km. The source-receiver ranges of
shots # 109 — # 115 are marked with circles.

Nominal T, T, T,
detonation depth
18 123 ms 86 ms 70ms
91 42 ms 30ms 24 ms
244 20ms 14 ms 11 ms

Table 2.2  Theoretical bubble pulse periods of 0.82 kg TNT SUS charges for
different source depths. T, is the time delay between the shock pulse and
the first bubble pulse, T, isthe time delay between the first bubble pulse
and the second bubble pulse etc.

Sound Velocity (m/ s)

1460 1470 1480 1490
L | —~
T
50 Pl el

ny\"w*"

100

Depth (m
=
(o1
o
v

—No 3-4/8-99 16:46
~— No19-5/8-99 02:35

200 J!!
250 I
JJ No 22 - 6/8-99 09:04
300 e No 30 - 6/8-99 16:09[7
| —No42-7/8-99 (1:2¢

Figure 2.4 Sound velocity profiles measured at the source position (XCTD’s).




11

3 FIRST- ORDER GEOACOUSTIC MODEL

The seismic reflection and refraction data was analysed and reported in (7). Analysis of run 1
indicated a two-layer bottom, with a sediment layer above the semi-infinite bedrock. The last
37 km are plotted in Figure 3.1. The sediment layer was assumed having constant sound
velocity and density, and no shear. The sediment sound velocity was found to be 1770 m/s.
The density in the sediment was estimated from the sound velocity to be 2.0 g/cn?. The
reflection measurements gave the two-way travel time of the sediment layer. Along run 1 the
sediment thickness varied from less than 9 m (the resolution of the system) to 39 m, assuming
a sediment sound velocity of 1800 m/s. At the end of run 1, close to the vertical array, the
measured two-way travel time was 41 ms indicating a sediment thickness of approximately
37 m (assuming a sound velocity of 1800 nm/s).

The bedrock consisted of clay and silt from the Early Cretaceous (~140-100 million years
ago). One refraction measurement close to the end of run 1 indicated a sound velocity in the
bedrock of 2370 m/s. The shear velocity in the bedrock was estimated from the sound velocity
to be 0.9 — 1.1 km/s. The density in the sediment was estimated from the sound velocity to be
2.2 g/ent.

Figure 3.2 shows the first-order geoacoustic (baseline) model for run 1 based on the results
from the analysis of the seismic measurements. For simplicity there range- independence and
no shear were assumed. The water column was divided into three layers in accordance with the
measured sound speed profile. The warmer surface layer was chosen 30 m thick, while the
colder bottom layer was chosen to be 44 m thick. The sediment thickness was set to 37 m, and
the water depth was set to 319 m. The sediment and substrate velocities were rounded up to
1800 m/s and 2400 m/s, respectively. The sediment attenuations were 0.5 dB/I and 0.1 dB/I ,
respectively.

VA Shot point no
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0,80
Figure 3.1 Seismic profile of the last 37 km of run 1 1999. The top sediment is

plotted green, while the top bedrock is plotted red. The blue lines
indicate minor faults.
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Figure 3.2 The first-order geo-acoustic model used in this report. The water
column was divided into three iso-velocity layers.

4 MATCHED HELD INVERSION

Matched field inversion for geometric and geoacoustic properties was carried out using SAGA
(Seismo Acoustic inversion using Genetic Algorithms) (8) (9). The OASES module OAST
was used to compute the ssmulated complex pressure vector (10). The measured covariance
matrix R was input to SAGA and the normalized Bartlett processor F was selected for the
objective function:

F(m)=1- —§ 3Rd

N Il

4.1)

where m is the model vector, R is equal to the outer product of the measured, complex
pressure vector p and g(m) is the normalized simulated pressure vector from the forward
modelling. The summation is over frequency. In order to normalize the covariance matrix, R is
divided by the norm squared of the pressure vector. With perfect match between the smulated
and measured data the value of the objective function (i.e. the energy) is zero, and if no match
the energy is 1. Another common measure of the match is the Bartlett power given as

BP(dB) =10log(1- F) (4.2)

Thus the Bartlett power is 0 dB if perfect match and the more negative the value is, the worse
the match.

For minimising the objective function, genetic algorithms were used. During optimisation in
SAGA version 3.0, the last samples of the search space in each population were stored and
used to estimate the a posteriori probability distribution of each parameter (8). In version 4.1
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all used models in the search were stored and used to compute the a posteriori distributions

9).

Based on the a posteriori distribution, three estimates of each parameter were available from
the post-processor package POST:

the best of all estimate, associated with the best fit or lowest energy of the objective
function (GA best)

the most likely estimate, based on the peak of the distribution (GA max)

the mean estimate and standard deviation of the distribution (GA mean)

In addition to plotting the a posteriori distributions, the ssmulated data were compared with
measured data across the array (for each hydrophone).

5 SENSITIVITY ANALYSIS OF SSIMULATED DATA

Sensitivity analysis was carried out in order to determine which parameters were the most
sensitive at selected frequencies, hence which parameters would be meaningful to invert.
Simulated data was generated and used as input to SAGA. The energy of the Bartlett processor
was computed changing only one parameter at a time, while the remaining parameters were
kept at their true values (as in the baseline model). Since simulated data was used as input, the
energy would be zero when the selected parameter was equal to the true value.

At first, the sengitivity of the parameters characterizing the water layers was studied at 50 Hz,
i.e. the sound speed in the upper, middle and lower water layer and depth of upper and middle
layer. The source-receiver range was 5.91 km (as for shot #112), while the source depths were
18 m, 91 mor 244 m. Figure 5.1 shows the sensitivity plots for the shallow and deep sources.
All five parameters exhibited low sensitivity to deviation from their true values for the shallow
source. The most sensitive parameter was the sound speed in the middle layer. For sources at
both 91 m and 244 m, all parameters became more sensitive, however not dramatically, and
the energy never became 1 (no match) within the search spaces selected.

Secondly, the sensitivity of the parameters characterizing the sediment and substrate were
studied at 50 Hz and 128 Hz for an 18 m shot at range 5.91 km, i.e. the water depth, sediment
thickness, sediment velocity, sediment attenuation, sediment density and substrate velocity. In
addition, the sengitivities of the source depth and source-receiver range were checked to study
the effect of any measurement uncertainties. The source depth varied + 10 m from the baseline
value, while the range varied + 400 m. The two most sensitive parameters were the water depth
and the source-receiver range, as shown in Figure 5.2. The energy increased dramatically
outside a small interval around the true values. The source depth was most sensitive at the
highest frequency. There was some sensitivity for the sediment thickness at 50 Hz, but almost
no sensitivity at 128 Hz. The sediment velocity was sensitive at both frequencies. The
attenuation and density in the two bottom layers were not at all sensitive. Also the sensitivity
of the substrate velocity was low. Changing the source depth from 18 m to 244 m, did not
change the sensitivities essentially.
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To conclude, the sensitivity analysis indicated that for frequencies between 50 Hz and 128 Hz,
the main parameters to invert were the water depth, sediment velocity and maybe the sediment
thickness. Only large deviations in the parameters characterizing the water column would be
influencing the match.
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Figure 5.1 Sensitivity analysis of smulated data at 50 Hz for source depth 18 m
(upper) and 244 m (lower). Simulated input data. Baseline model.
Source-receiver range 5.91 km. The parameters checked were from |eft
to right and top to bottom: sound speed in the upper, middle and lower
water layer, depth of the upper water layer and depth of the middle
water layer.
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Figure 5.2 Sensitivity analysis of smulated data. The energy of the Bartlett
processor is plotted for selected parameters. Baseline model. Source-
receiver range 5.91 km. Upper: 50 Hz, source depth 18 m. Middle: 128
Hz, source depth 18 m. Lower: 50 Hz, source depth 244 m. The
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(depth of layer), sediment thickness (layer thickness), sound speed in
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Sour ce-receiver range.
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6 SINGLE- FREQUENCY INVERSION

At first, inversion was carried out at single frequencies. The pre-processing of the measured
data was carried out using the interactive data language IDL for Windows. At first, the
frequency spectrum of each shot was computed based on 40 data sequences covering in total
6.6 s of the time signal, starting about 1 s before the first pulse arrival. Next, the measured
covariance matrix was computed at selected frequencies. The covariance matrix was input to
SAGA version 3.0, and inversion was carried out separately at each of selected frequencies.
The four parameters inverted were: water depth, sediment thickness, sediment velocity and
substrate velocity. Even if the sengitivity analysis indicated that the substrate velocity was not
sensitive at 50 Hz and 128 Hz, it was chosen to invert this parameter also.

In total 40 inversions between 35 - 206 Hz were carried out, see Table 6.1. Usually frequencies
with high signal-to-noise ratios (10 - 30 dB) were selected, and occasionally frequencies with
lower signal-to- noise ratios. The parameter search spaces were made wide to be certain to
cover the best model (or best model vector) and to check if non-physical models popped up,
which could indicate discrepancies in the baseline model or that range independence could not
be assumed. Each search space was discretized into 128 values and the increments for the
water depth, sediment thickness, sediment velocity and substrate velocity were 0.2 m, 0.4 m,

3 m/sand 13 m/s, respectively, see Table 6.2. The number of paralel population was usually
25, 50 or 100 and the number of forward modelling runs for each population was 1000, 2000
or 4000 dependent on the frequency, as higher frequency data required more computer time.
Each population contained 64 individuals. The crossover rate, reproduction size and mutation
rate were 0.8, 0.5 and 0.05, respectively.

Figure 6.1 shows the Bartlett power for each of the 40 inversions. At the best, the Bartlett
power was —0.9 dB, which was obtained for the shallow shot # 115. None of the inversions of
the deep shots (shot # 111 and shot # 114) had a Bartlett power better than -3.0 dB. Inversions
of the shalow 18 m shots usualy resulted in higher matches than inversions of the inter-
mediate and deep sources.

The water depth estimates varied between less than 315 m (i.e. the lower search bound) to
more than 335 m (i.e. the upper search bound), see Figure 6.2. The variation was larger for the
deep shots than for the shallow shots. Plotting the average water depth between the source and
receiver position, atendency of smaller depths estimates at closer ranges (higher shot
numbers) were observed. The sediment velocity estimates varied from less than 1500 m/s (i.e.
the lower search bound) to 1880 m/s, see Figure 6.2. However, no correlation of sediment
velocity estimate with inversion frequency was found. Of the 40 inversions carried out 21
estimated the sediment velocity to be lower than 1600 my/s. In eight of the inversions the
estimate was between 1600 m/s and 1700 m/s. Hence the velocity estimates were considerably
lower than in the baseline model. The sediment thickness estimates varied between 1 m and
44 m, see Figure 6.3. For some of the shots there was a tendency towards thicker layer
estimates at lower frequencies, as would have been expected since lower frequencies
illuminate the bottom better. However for other shots, the variation was unsystematically with
frequency. Estimates of the substrate velocity are plotted in Figure 6.3, and varied from

1910 m/s to more than 3500 m/s (i.e. the upper search bound). This large variation was in
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accordance with the sengitivity analysis, which indicated that the substrate velocity would be
difficult to estimate at frequencies between 50 Hz and 128 Hz. To conclude, the single-
frequency inversion estimates varied largely from frequency to frequency and from shot to
shot. The best results were obtained for the shallow 18 m shots.

In order to check the inversion results, sensitivity analysis was carried out at a single frequency
using the measured data as input. First, the baseline model was used describing the
environment. Next, four of the parameters were changed in accordance with the results from
the inversions. Figure 6.4 shows the sensitivity at 48.9 Hz of shot # 112 (shallow). With the
baseline model, some sensitivity was observed for the water depth, sediment velocity and
source-receiver range, but the energy was not better than 0.5. The sensitivity was much lower
than in the sensitivity analysis of simulated data discussed in Chapter 5. Changing the water
depth, sediment velocity, substrate velocity and sediment thickness to the estimated values
from the single-frequency inversion, the sersitivity increased dramatically. A local minimum
was observed for the water depth, sediment velocity and source-receiver range. Unfortunately,
the results were not as good for the intermediate and deep sources. Figure 6.5 shows the results
of asengitivity study of shot # 111 (deep) at 48.9 Hz. For the baseline model the energy was
low over the entire search spaces. For the modified baseline model (taken into account the
results from the inversion), the sensitivity improved some, however not as much as for the
shallow shot.

Frequency # |# 109 S|# 1101 |# 111D |# 112S|# 1131 |# 114D |# 115S

1 40.4 48.9 35.3 19.9 47.5 35.3 40.4
2 48.9 73.6 48.9 40.4 48.9 48.9 48.9
3 87.6 92.9 92.9 48.9 73.6 92.9 73.6
4 92.9 119.6 131.2 87.6 74.6 134.3 128.0
5 128.0 163.3 156.2 92.9 126.2 156.2 168.9
6 168.9 206.1 128.0 128.0
7 168.9

Table 6.1 In total 40 separate inversions were carried out for the seven shots at

frequencies between 35 — 206 Hz.

Parameter Lower Upper # disrcete | Increment
bound bound values
Water depth 315m 335m 128 0.16 m
Sediment thickness 1m 51 m 128 0.39m
Sediment velocity | 1500 m/s | 1900 m/s 128 3.1m/s
Substrate velocity | 1900 m/s | 3500 m/s 128 12.6 m/s
Table 6.2 Four parameters were inverted at single frequencies. The search spaces

and increments are |isted.
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Figure 6.2 Left: The GA max estimates of water depth vs shot number. The
estimates varied from less than 315 m (i.e. the lower search bound) to
more than 335 m (i.e. the upper search bound). The average water
depth between source and receiver position is plotted for comparison.
Right: The GA max estimates of sediment velocity vs shot number. The
baseline value was 1800 m/s. More than half of the estimates were
below 1700 m/s.
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Figure 6.3 Left: The GA max estimates of sedi ment thickness vs shot number. The
estimates varied between 1 — 44 m, while the baseline value was 37 m.
Right: The GA max estimates of substrate velocity vs shot number. The
baseline value was 2400 m/s.
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7 BROADBAND INVERSION

Multi- frequency inversion was at first tested for shot # 112 using SAGA version 4.1. Inversion
was carried out a 3, 6, 9, 12, 15 and 18 frequencies in order to study the robustness of the
parameter estimates as the number of frequencies increased. The frequencies were divided in
three bands covering 39.5 - 43.3 Hz, 47.0 - 50.8 Hz and 54.9 - 58.7 Hz, with a step of 0.75 Hz.
In total six parameters were inverted: water depth, sediment thickness, sediment velocity,
substrate velocity, sediment density and sediment attenuation. As seen in Table 7.1 there was
only minor differences in the parameter estimates. It seems like all the estimates stabilizes
using 12 or more frequencies. With 15 frequencies the water depth was estimated to be

327.6 m, which was 1.2 m deeper than the average vaue in the single-frequency inversion of
shot # 112 (3). The sediment thickness was estimated to be 34.5 m, which was about 8 m
thicker than in the single-frequency inversion (3).

Based on the above study, all the seven shots were inverted using 15 frequencies divided in
three bands and each band covered 3 Hz, with afrequency step of 0.75 Hz. Since the
frequencies were clustered in bands and not separate, the inversion was called broadband
instead of multi-frequency. The centre frequencies were

a) 18 m charges: 41.0 Hz, 48.6 Hz and 56.4 Hz
b) 91 m charges. 44.3 Hz, 53.7 Hz and 75.1 Hz
C) 244 m charges: 49.5 Hz, 60.5 Hz and 94.4 Hz

SAGA version 4.1 was used in the inversions. The number of forward modelling runs for each
population was 3000. Each population contained 64 individuals and the number of parallel
population was reduced to six since all the used models were store in this version of SAGA.
The crossover rate, reproduction size and mutation rate were 0.8, 0.5 and 0.05, respectively.
Each search space was discretized into 128 values.

The inversion results of the seven shots are summarized in Table 7.2 (GA best parameter
estimates). Some of the results are illustrated graphically in Figure 7.1 and Figure 7.2. The
highest Bartlett powers were found for shot # 109, # 112, # 113 and # 115, and three of these
were shallow shots. The water depth estimates generally decreased with decreasing range, as
expected due to the bathymetry. For all shots, except # 115, the estimates were between the
depth at receiver position and depth at source position. From the seismic profiling the sediment
thickness was supposed to increase with decreasing range and be less than 37 m at the receiver
position, assuming a velocity of 1800 m/s. This tendency was not observed in the broadband
inversion. The sediment thickness estimates varied from 34.5 m to 47.5 m, with an average of
40.5 m. The thinnest layers were found for shot # 109, # 112, # 113 and # 115, and three of
these were shallow charges. Lower frequencies would penetrate deeper into the bottom, and
illuminate the sediment layer better than higher frequencies. With the selected frequency bands
for the three source depths, the shallow shots (lowest frequencies) were indeed expected to
estimate the thickest layers if constant sediment thickness.

The sediment velocity estimates varied between 1530 m/s and 1650 m/s, which was
considerably slower than in the baseline model, and in agreement with the single-frequency
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inversion results. However, a sediment thickness of 40.5 m and a velocity of about 1600 m/s
were not in accordance with the two-way travel time measured. In order to avoid this conflict
and use the a priori information in the inversions, the sediment thickness and velocity could
have been linked together in the inversion. The GA best substrate velocity estimates varied
from 2010 m/s to 3490 m/s, with five of the shots between 2010 m/s to 2220 m/s. The baseline
value was 2400 m/s. The baseline density was 2.0 g/cnT, and the GA max and BA best density
estimates were somewhat higher than this. The baseline sediment attenuation was set to

0.5 dB/l , while the estimates were considerable lower than this value.

Thea posteriori probability distributions for al the shots are shown in Appendix C. The
water depth, sediment velocity and sediment thickness were well-determined for al seven
shots. However, the sediment density and sediment attenuation were not well-determined in
any of the shots, and the substrate velocity was well-determined in only some of the shots.
These results are in accordance with the sensitivity analysis of simulated data.

Number of D d C, r, a, C, Bartlett
frequencies | (m) (m) (m/'s) | (g/em®| (dB/1) | (M/s) power
) (dB)
3 326.6 36.0 1632 1.8 0.11 2253 -2.3
6 327.6 36.4 1626 1.9 0.11 2517 -3.9
9 325.7 25.8 1569 1.9 <0.1 2026 -34
12 327.6 34.9 1613 2.1 0.16 2253 -3.1
15 327.6 34.5 1610 2.1 0.16 2215 -2.8
18 327.6 35.3 1613 2.0 0.18 2303 -2.8
Table 7.1  Multi-frequency inversion. GA best parameter estimates for water depth
D, sediment thickness d, sediment velocity ¢, sediment density r,
sedi ment attenuation a; and substrate velocity ¢,. Shot # 112 S. Source-
receiver range 5910 m, detonation depth 17.2 m. SAGA parameters.
3000/ 64/6.
Shot D d Cy r, a, C, GA best GA
# (m) | (m) | (m/s) |(g/cm®|(dB/1)| (M/s) | (dB) ?tdaBr)t
)
109 S 3322 | 384 1651 <18 0.38 3487 -3.3 -12.3
1101 330.3 | 423 1632 2.3 0.14 2820 -6.9 -13.8
111D 329.3 | 46.3 1635 2.4 <0.1 2190 -6.6 -10.5
112 S 3276 | 345 1610 2.1 0.14 2215 -2.4 -13.7
1131 3276 | 356 1623 2.1 0.12 2202 -3.1 -10.3
114D 322.2 47.5 1528 2.2 0.11 2013 -5.3 -11.7
115S 327.0 | 39.2 1639 2.4 0.35 2114 -2.4 -9.8
319.0 | 37.0 1800 2.0 0.50 2400 Baseline model
Table 7.2  GA best parameter estimates for water depth D, sediment thickness d,

sedi ment velocity c;, sediment density r,, sediment attenuation a; and
substrate velocity c,.. Baseline model. Multi-frequency (15 frequencies
in three bands). SAGA parameters. 3000/ 64/6.
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Figure 7.1 Left: The Bartlett power of the baseline model and the best matching
model (lowest energy). Right: The GA best estimates of water depth
(pink line) from the broadband inversions.
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Figure 7.2 Left: The GA best estimates of sediment velocity and substrate velocity
from the broadband inversions. Right: The GA best estimate of
sediment thickness from the broadband inversions.

8 SOURCE LOCALIZATION

Broadband localization of the seven sources was carried out using four different environmental
models. The geoacoustic parameters were assumed known, and the acoustic field was inverted
with respect to source depth and source-receiver range. In total 15 frequencies in three bands
were used and the centre frequencies were as in the broadband inversion:

a) 18 m charges: 41.0 Hz, 48.6 Hz and 56.4 Hz,
b) 91 m charges: 44.3 Hz, 53.7 Hz and 75.1 Hz
C) 244 m charges: 49.5 Hz, 60.5 Hz and 94.4 Hz.

The three geoacoustic models were:
BM: Baseline model, inverting source depth and range
M2: Modified model, inverting source depth and range

M3: Modified model, inverting source depth and range, in addition to the water depth

The baseline model was presented in Chapter 3. The modified model differed from the
baseline model with a sediment velocity of 1600 m/s instead of 1800 m/s and a sediment
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attenuation of 0.15dB/I instead of 0.5dB/I . In model BM and M2 the water depth was fixed
to 319 masin the baseline model. In model M3 the water depth was inverted in order to
adjust for the range-dependent bathymetry. The search space for source depth was 5 — 315 m,
with resolution 2.5 m. The search space for range was 1 — 30 km, with resolution 100 m. The
search space for water depth was 315 — 335 m, with resolution 0.5 m. The number of forward
modelling runs was 3000. Each population contained 64 individuals. The localization of the
18 m charges performed well using only one population. For the deeper charges four
populations was required to give well-determined estimates. The crossover rate, reproduction
size and mutation rate were 0.8, 0.5 and 0.05 respectively. SAGA version 4.1 was used in the
localization.

Thea posteriori distributions are shown in Appendix D and Table 8.1 - Table 8.3 tabulate the
GA best estimates of range and source depth for the three models BM, M2 and M3. The GA
best range estimates where close to the true ranges for all three models. For model @) the range
estimates were only 200 — 1200 m (5 — 15 %) lower than the true values. The GA best depth
estimates deviated between 3 —35 m (9 — 60 %) from the true values. The largest percentage
error was found for an 18 m shot, where the estimated depth was 27.5 m and the true depth
was 17.2 m. The source depths of the deeper shots were underestimated, while the depths of
the 18 m shots were overestimated. Even if the estimates were close to the true values, thea
posteriori distributions showed severa and/or wide peaks, and only looking at the
distributions it would be difficult to estimate the range and source depth.

The results improved using model M2. The range errors were only 70 - 500 m (2 -6 %), while
the errors in source depth were between 0.3 —-19 m (2 - 16 %). Still, the a posteriori
distributions showed multi-peaks. Using the modified baseline model and also inverting the
water depth (model M3), the errors in range estimate were about the same, while the errorsin
depth estimate were between 4 - 16%. The a posteriori distributions for range and source
depth showed that the parameters were well-determined. Figure 8.1 compares the estimated
source positions with the true positions for all seven shots.

Selected ambiguity surface are plotted in Figure 8.2 - Figure 8.5. The resolution in source
depth was 10 m, while the resolution in range was 250 m. Generally the number of sidelobes
(false sources) was low, probably due to the averaging over 15 frequencies. The clearest peaks
were obtained for model M2 or M 3. For the intermediate shots, the ambiguity surfaces were
difficult to analyse. This could be due to the lower resolution in the ambiguity surfaces
compared to the a posteriori distributions.
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Range Source depth Bartlett power
(km) (m) (dB)
Shot # True GA True | GA best | GA start | GA best
best
109 S 8.70 7.9 17.3 20.0 -12.3 -5.1
1101 7.76 6.6 86.2 55.0 -13.8 -9.6
111D 6.83 6.3 241.4 220.0 -10.5 -5.9
112 S 5.91 5.4 17.2 27.5 -13.7 -5.3
1131 4.98 4.6 96.1 87.5 -10.3 -5.0
114D 4.07 3.8 247.5 212.5 -11.7 -5.8
115S 3.17 3.0 17.2 22.5 -9.8 -4.9
Table 8.1 The range and source depth estimates for the seven shots using the

baseline model — BM. Broadband localization, SAGA parameters:
3000/64/1 (18 m) and 3000/64/4 (91 m & 244 m).

Range Source depth Bartlett power
(km) (m) (dB)

Shot # True | GA best True | GA best | GA start | GA best
109 S 8.70 8.2 17.3 20.0 -10.9 -5.5
1101 7.76 7.3 86.2 82.5 -13.5 =17
111D 6.83 6.5 241.4 222.5 -13.2 -4.8
112 S 591 5.6 17.2 20.0 -11.0 -4.5
1131 4.98 4.8 96.1 87.5 -10.1 -5.5
114D 4.07 4.0 247.5 232.5 -7.6 -4.9
115S 3.17 3.0 17.2 17.5 -5.1 -3.9

Table 8.2 The range and source depth estimates for the seven shots using the

modified basaline model — M2. Broadband localization, SAGA
parameters: 3000/64/1 (18 m) and 3000/64/4 (91 m & 244 m).

Range Source depth Water Bartlett power
(km) (m) depth (dB)
(m)
Shot # True | GA best | True | GA best | GA best GA GA Dbest
start
109 S 8.70 8.4 17.3 20.0 325.5 -10.9 -2.9
1101 7.76 7.3 86.2 82.5 318.5 -13.5 -7
111D 6.83 6.5 241.4 225.0 320.5 -13.2 -4.2
112 S 5.91 5.7 17.2 15.0 323.9 -11.0 -3.2
1131 4,98 4.8 96.1 90.0 322.5 -10.1 -3.4
114D 4.07 4.1 247.5 235.0 325.5 -7.6 -3.7
115S 3.17 3.2 17.2 20.0 325.0 -5.1 -2.6
Table 8.3 The range and source depth estimates for the seven shots using the

modified baseline model — M3. The water depth was non-fixed.
Broadband localization, SAGA parameters. 3000/64/1 (18 m) and
3000/64/4 (91 m & 244 m).
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Figure 8.1 The estimated source positions using the baseline model (BM) and
model M2 and M3, compared with the true source positions.
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Figure 8.2 The ambiguity surfaces of shot # 109 S. a) Baseline model. b)
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changed from 319 m to 320.5 m. d) The highest peak was at (6.5 km,
225 m), while the true location was at (6.83 km, 241.4 m).
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9 SUMMARY AND RECOM M ENDATIONS

Broadband matched field inversion and processing techniques have been demonstrated in this
report using vertical array data. The OASES module OAST and SAGA with genetic
algorithms were successfully used in forward modelling and inversion.

The environmental model was assumed range- independent and consisted of three water layers,
one sediment layer and a half- space substrate layer. While single-frequency inversions gave
varying parameter estimates, broadband inversions proved to be more robust. The sediment
velocity estimates were all between 1530 m/s and 1650 m/s and considerably lower than in the
baseline model. The sediment thickness was estimated to be in average 40.5 m. The GA best
substrate velocity estimates varied from 2010 m/s to 3490 m/s, with five of the shots between
2010 m/s to 2220 m/s. The water depth estimate usually lied between the depth at the receiver
position and the depth at the source position, and was to some degree correlated with the
bathymetry.

Broadband source localization was studied using three different geoacoustic models. The best
matches were found for a modified baseline model when also inverting the water depth. The
error in range estimate was only 1 — 6 %, while the error in source depth estimate was 4 —

16 %.

For al three models the source depth was underestimated for the 91 m and 244 m shots, and
usually overestimated for the 18 m shots. The range was usually underestimated. The best
matches in both inversion and localization were found for the 18 m shots.

For a coming up study the following recommendations are given:

Investigate the theory behind the a posteriori distributions and how to improve these
investigate the lower match in inversion and source localization for medium and deep
charges

validate the results using other forward models
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APPENDIX

A THETIME SERIES

Time series from the 21 vertical hydrophones are plotted in Figure A.1 — Figure A.7. The data
are from shot # 115 — shot # 109 in run 1, 1999. The source-receiver range was between

8.7 - 3.2 km. The nominal detonation depth alternated between 18 m (shalow), 91 m
(intermediate) and 244 m (deep).
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Figure A.1 Thetime series of shot # 109 S.
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Figure A.3 Thetime series of shot # 111 D.
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Figure A.4 Thetime series of shot # 112 S.
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Figure A.5 Thetime series of shot # 113 I.
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Figure A.6 The time series of shot # 114 D.
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Figure A.7 Thetime series of shot # 115 S.
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B THE POWER SPECTRA

The power spectra were computed using a rectangular window and an FFT size of 20240
samples (40 sequences) covering 6.6 s of the time series, starting about 1 s before the first
pulse arrival. The frequency bin was about 0.15 Hz. The interactive data language IDL for
Windows was used for the pre-processing of the data. The covariance matrix was computed at
selected frequencies. The nominal detonation depth alternated between 18 m (shallow), 91 m
(intermediate) and 244 m (deep). The bubble pulse periods made the interference pattern in the
spectra and the shallow shots exhibited the smallest interference length.

File: uowtapel?, Time: 217 2:115:11.7241(4), First seq: 9040, # saq 40
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‘Window functian: recvin
Botch length {samples): 20240

Hurmbar af boicham: 1
Chanrekr 1 2 34567 2910 11 1212 1415 1617 12 19 20 X

Pawear Spectol Denalty (4B raf 1 W2/ He)

100
Frequency [Hz)

Figure B.1 The power spectral density of shot # 109 S.
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Figure B.2 The power spectral density of shot # 110 I.
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1400
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Figure B.3 The power spectral density of shot # 111 D.
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Figure B.4 The power spectral density of shot # 112 S.
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Figure B.5 The power spectral density of shot # 113 I.
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Figure B.6 The power spectral density of shot # 114 D.
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Figure B.7 The power spectral density of shot # 115 S
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C A POSTERIORI DISTRIBUTIONS FROM BROADBAND INVERSION

Thea posteriori probability distributions from the broadband inversion of the shots# 109 -
# 115 are plotted in the below figures. The model that gave the best match is marked as green,
dashed lines, while the baseline model is marked as red, solid lines.
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Figure C.1 Inversion results for six parameters of shot # 109. Multi-frequency, 15
frequencies in three bands centred at 41.0 Hz, 48.6 Hz and 56.4 Hz.
High SNR. SAGA parameters: 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA baseline estimates.
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File: I\neptuiusers\eje\s110r1_99\saga/mas; Date: 22-Mar-2002
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Figure C.2 Inversion results for six parameters of shot # 110. Multi-frequency, 15
frequencies in three bands centred at 44.3 Hz, 53.7 Hz and 75.1 Hz.
High SNR. SAGA parameters. 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA baseline esti mates.
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Figure C.3 Inversion results for six parameters of shot # 111. Multi-frequency, 15
frequencies in three bands centred at 49.5 Hz, 60.5 Hz and 94.4 Hz.
High SNR. SAGA parameters. 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA basdline estimates.
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Figure C.4 Inversion results for six parameters of shot # 112. Multi-frequency, 15

File:

frequencies in three bands. SAGA parameters. 3000/ 64/6. Green,
dotted line: GA best estimates. Red, solid line: GA baseline estimates.
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Figure C.5 Inversion results for six parameters of shot # 113. Multi-frequency, 15

frequencies in three bands centred at 44.3 Hz, 53.7 Hz and 75.1 Hz.
High SNR. SAGA parameters. 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA baseline estimates.
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Figure C.6 Inversion results for six parameters of shot # 114. Multi-frequency, 15
frequencies in three bands centred at 49.5 Hz, 60.5 Hz and 94.4 Hz.
High SNR. SAGA parameters. 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA baseline esti mates.
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Figure C.7 Inversion results for six parameters of shot # 115. Multi-frequency, 15
frequencies in three bands centred at 41.0 Hz, 48.6 Hz and 56.4 Hz.
High SNR. SAGA parameters. 3000/ 64/6. Green, dotted line: GA best
estimates. Red, solid line: GA baseline esti mates.
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D A POSTERIORI DISTRIBUTIONS FROM SOURCE LOCALIZATION

Thea posteriori probability distributions from source localizations of the shots # 109 - # 115
are plotted in the below figures. The best model is marked as green, dashed lines, while the
baseline model is marked as red, solid lines.

Three geoacoustic models were used as input:

BM: Baseline model, inverting source depth and range
M2: Modified model, inverting source depth and range
M3: Modified model, inverting source depth and range, in addition to the water depth

The modified model had sediment velocity 1600 m/s instead of 1800 m/s as in the baseline
model, and sediment attenuation 0.15 dB/| instead of 0.5 dB/l .

Pl RO B R SO 1 1S M

‘ T T T T T

L — | 1 I | 1
S0 100 150 200 250 300

Source depth (m)

[L. i a A thu*- & - i l.-.h.-. s a L e

P
& i0 15 20 25 30
Source-receiver range (km)

Pl RO B TSRO s 1 1S M

‘ T T T T T
L—_ | I ] | |
50 100 150 200 250 300
Source depth (m)
T T T T T
LLL__L___J_LLL_.‘J._._._..___ML_L_.L_L_._A___
5 10 15 20 25 30

Source-raceiver range (km}

Pl RO B TSRO0 1 1S M

L ' ' ' ' '

| | 1 |
&0 100 150 200 250 300
Source depth (m)

T T T T T

| .u i & I | |

5 i0 15 20 25 30

Source-receiver range (km)
i

315 320 325 330 335

Depth of layer (m)

Figure D.1 Source localization of shot # 109 S. Upper: Baseline model. Middle:
Modified baseline model. Lower: Modified baseline model, inverting
water depth. True range 8.70 km. True source depth 17.3 m.
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Figure D.2 Source localization of shot # 110 |. Upper: Baseline model. Middle:
Modified baseline model. Lower: Modified baseline model, inverting
water depth. True range 7.76 km. True source depth 86.2 m.
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Figure D.3 Source localization of shot # 111 D. Upper: Baseline model. Middle:
Modified baseline model. Lower: Modified baseline model, inverting
water depth. True range 6.83 km. True source depth 241.4 m.
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Figure D.4 Source localization of shot # 112 S. Upper: Baseline model. Lower:
Modified baseline model, inverting water depth. True range 5.91 km.
True source depth 17.2 m.
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Figure D.5 Source localization of shot # 113 |. Upper: Baseline model. Lower:
Modified baseline model, inverting water depth. True range 4.98 km.
True source depth 96.1 m.
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Figure D.6 Source localization of shot # 114 D. Upper: Baseline model. Lower:
Modified baseline model, inverting water depth. True range 4.07 km.
True source depth 247.5 m.

File: I\neptunlusers\eje\s115r1_99\saga/men1s; Date: 27-May-2002

[ { [ [ [ [
uh——k — 1 L L e L
50 100 150 200 250 300
Source depth (m)
[

T T
uh‘_._-“_.. PR W o | — L Ao

5 10 15 20 25 30
Source-receiver range (km)

File: I\nepturiusers\eje\s115r1_99\sagaimdn1s; Date: 27-May-2002

T T T T T T

| ! ! I I I I

50 100 150 200 250 300
Source depth (m)

T T (
‘H I I I I I
5 10 15 20 25 30
Source-receiver range (km)

315 320 325 330 335
Depth of layer (m)

Figure D.7 Source localization of shot # 115 S. Upper: Baseline model. Lower:
Modified baseline model, inverting water depth. True range 3.17 km.
True source depth 17.2 m.
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