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Sammendrag

Mange land har i fleire tiar gjennomfart forsking Ipdgeffektive mikrobglgjekjelder (HPM), bade

til sivile og militeere faremal. Det store gjennombrotet i?M vapen har derimot lete venta pa seg,
til trass for at viktige framsteg har blitt gjort. Samstuadert vi stadig meir avhengig av datastyrte
kontrollsystem og tradlause kommunikasjonskanalar, isoko gjer den potensielle gevinsten ved a
bruke HPM stadig starre. Ein kan difor ikkje seie at forsksiaktiviteten pa dette omradet har sunke
dei seinare ara. For betre & kunne vurdere den potensisdie fapresentert ved HPM vapen og den
generelle statusen innan relevant forsking, presentéteenein introduksjon til fysikken bak dei
mest vanlege mikrobglgjekjeldene idag. Vi praver i tilleygeike pa det vi ser pa som dei mest
lovande teknologiane, sett fra ein militeer synsvinkel.
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English summary

Many countries have for decades conducted researttiginPower Microwave (HPM) sources,
both for civilian and military purposes. Progress has beaderover the years, yet a breakthrough
for HPM weaponry is yet to be seen. Still, with an ever incirgglependence on computerized
control and wireless communcation systems, the poterdialfgom applying potent HPM weapons
is greater than ever before. There is therefore no observ#illine in the research activity in this
area. To be able to assess the potential threat from thisafypeapons and the current state of
related research, we present in this report an introdud¢tiche physical processes utilized in the
most common high power microwave sources of today. We ajstotpoint to what we consider,
from a military point of view, to be the more promising tecloges.
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1 Introduction

Many countries are currently running research projectsiigh Power Microwave sources, both
for civilian and military purposes. This applies to couasrisuch as the USA, China, Russia, the
Ukraine, Great Britain, Australia, France, Germany, Swe@®»uth Korea, Taiwan, and Israel [49],
to name a few. In 2000, the US Department of Deferi3el}) ended the projecHigh-Power
Microwave (HPM) MURI which had involved 9 universities, 3 private companies, aridoD
research institutions in a joint effort for 5 years. In itsiclusions, the\ir Force Scientific Board

in 1999 wrote [9]:Promising present-day research in high-power microwaeénelogy allows us
to envision a whole new range of compact weapons that wilidgighyheffective in the sophisticated,
electronic battlefield environment of the futtrén a follow-up MURI project that ended in 2005,
one focused on technologies critical to producing compalsigal power generators for driving HPM
sources [73]. Atthe same time, and still ongoing, prograavelbeen run by the 4 separate branches
of the armed forces.

Perhaps the only country to match the US research effort dvl BfRhe moment is China. A large
number of scientific papers related to the topic in questias een produced in China over the
last 5-10 years. This documents HPM related research iraat 8universities, most notably the
National University on Defense Technologies in Changshee focus of the Chinese research has
been efficiency enhancment of the MILO and the vircator. Ire@swn,FOI received a vircator
from Texas Tech University in 2003 [30]. After some initiabplems with the power generator, the
demonstrator got its operational start-up in 2004. Therfmsterical simulations of the device were
documented in 2005 [66]. Results from these simulatioredfiqualitatively well with experimental
data, although more work on the underlying models was gl@aduired in order to obtain a better
quantitative understanding of the vircator.

FFI has so far focused its activity in this field on evaluatmidjtary and civilian equipment, as well
as infrastructure on the battle field, with regards to bothuiell established threat froiduclear
Electromagnet Pulses (NEMP)s well as possible threats from newly developed electroetay
weapons [5]. Testing current and planned equipment onablailradiation sources is indeed im-
portant. However, it is equally important for the armed & ¢o be able to assess the current status
of research on electromagnetic weapons, and to be able dapvehat can be expected from this
research both in the near- and mid-term future. This kinchsight is essential in providing up-
dated and relevant threat scenarios. It is of particularomamce that the information provided to
the armed forces manages to stay ahead of the weapons daeglopThis is because security
measures preferably should be taken into account wheniptabaildings and other long-lived in-
stallations [33, 52]. In-depth knowledge of the developtrierelectromagnetic weapons research
also offers the armed forces a good basis from which to etelaether HPM weapons at some
point should be included in ones own strategylfess-lethal Weapons

As an element in boosting the local expertise on HPM weapameywill in this report present an
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Power Pulse Microwave
supply | |generator source

Figure 2.1: General sketch of an HPM weapon.

introduction to the physical processes utilized in the ncostmon high power microwave sources
of today. We will also try to assess the current status of #search in this field. Viewing the
available technologies more specifically in the light ofitaily needs will be left for a later report.
In 82 we sketch features common to many HPM sources and giviefaoverview of the various
technologies available today for microwave generation. &i§e take a first look at the equations
that we will use later on when trying to understand the plsybiehind the HPM sources. In 83-
8 we take a closer look at the most important classes of HPMcedoased on the vacuum tube
technology, one at the time. In 89 we look at remaining tetdgical challenges and how one
foresee these challenges might be overcome. In 8§10 we diriesly to what extent solid-state
devices might represent an attractive alternative to vaictube devices. Finally, we present a short
discussion in 811 on the current state of the HPM researche Mgpecifically, we try to point out
what technologies seem to be the more interesting from aamyilpoint of view. Appendices A
and B provide background information regarding linear wanalysis in plasma physics and Bessel
functions, respectively.

2 An HPM weapons overview

A general sketch of an HPM weapon is shown in Figure 2.1. Hsdearomponents are: Power
supply, pulse generator, microwave source, and antenna.

Power supply/pulsed current generator: HPM sources in general need driver systems that can
supply short, intense electrical pulses of 1MV or more fotaipus duration. This can be achieved
e.g. through so-called pulse compression or by using capdeanks that can transform a low-
voltage, slowly rising signal into a high-voltage, fastngs signal. One must be careful that the
driver system delivers a well-matched signal with regaodsottage and impedance. While conven-
tional microwave sources, such as e.g. radars, typicaklyaip on relatively low voltage and high
impedance, the HPM sources will require substantially digioltage levels and with quite different
impedance levels. This has been illustrated in Figure 2.Znigimatch between the impedance of
the driver signal and the HPM source will result in poor egdrgnsfer to the HPM source. This
is particularly true if the impedance of the source is lowsmrt the impedance of the driver. The
choice of power supply and driver section will thereforey&dy be by the type of source to be used.
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Figure 2.2: Various classes of HPM sources compared wittventional microwave sources with
regards to optimal impedance and voltage (derived from J13]

A common configuration consists of a Marx bank, where a rowapfacitors are charged in par-
allel and then later quickly switched into a series circaitpwing the voltage to be multiplied by

the number of capacitive stages in the Marx. This can senandsitial current generator for a

flux compression generator (FCG). In an FCG a magnetic codrispressed either by explosive or
magnetic forces so that the current level rapidly increadasther commaon option is to replace the
FCG by a Pulseforming Line (PFL). A third option, used e.gthiea Swedish vircator [30], is to let

the electrical pulse for the HPM source be generated dirécin a large Marx generator (20-steps
Marx generator in the case of the Swedish vircator) chargexigh a charging aggregate.

Antenna: The antenna should act as the interface between the HP Mesandche rest of the world.
An HPM source represents a challenge to conventional aatesahnology due to the high levels
of power and the short pulse lengths. Important propertieg@ntenna are how well signals can
be restricted to propagate in a specific direction and hogcttffe the coupling between the antenna
and the surrounding air is. The shape of the antenna canricBu® what extend the phenomena
known asair breakdown is an issue or not while operating at high power levels. Thsnomena
occurs if the localE-field is sufficiently strong. More specifically, thB-field needs to transfer
enough energy to the electrons so that the atoms in the ainescionized after collisions with the
high-energy electrons. At the atmospheric pressure I&visl,occurs at a critical field strength of
roughly 24 kV/cm. For pulses with a duration of more than H)Qanospheric “plasma mirrors”
can be formed at high altitudes which reflect relatively vaguency microwaves (1GHz). The
most common type of antennas for HPM sourcesracéangular horn antenna. Lately, antenna
arrays have presented themselves as promising altemmative
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HPM sources: The basic process behind all vauum tube sources is conmen$ikinetic energy

in an electron beam into electromagnetic radiation. Thisvesion is made possible through reso-
nant interactions between the eigenmodes of cavities am@deeguides and the natural oscillation
modes in an electron plasma. Sources are organized in bexays, depending on what properties
are focused on: By dividing sources intast- and slow-wave devices, one separate those cases
where the eigenmodes of the waveguide have phase veldtitieare either larger or smaller, re-
spectively, than the sound speed. In the former case, theticadis generated by having electrons
pass either from one medium to another, where the two media tifferent refraction index, or
through perturbations in the medium such as a grid or a @gdmlate. In the case of a slow-wave
device, so-callecCerenkov radiation is produced when the electrons move faster than the phase
velocity of the electromagnetic waves. As an alternativatsgy for organizing radiation sources,
one separates sources into the 3 categ@iesndM-type andspace charge typeln the first case,
electrons move parallel to a strong magnetic field. In themsgcase, one utilizes the fact that
charged particles will experience a drift normallEoand B when these two fields are not parallel.
The last case is based on the formation of so-callegdal cathodes when the current exceeds the
space-charge limit. An external magnetic field is not dyrioecessary in this case.

2.1 Basic equations

The different types of HPM sources listed above all base #me@tion of radiation in one way or
another on the interaction between a relativistic electream and an electromagnetic wave field.
The dynamics of the wave field is described by Maxwell's eiquast

VxE = _86—? (Faraday’s law) (2.2)
1 OFE .
ﬂ—V xB = J+ €05, (Ampére-Maxwell's law) (2.2)
0
v.E =" (Poisson’s law) (2.3)
€0
V-B =0 (Gauss’s law) (2.4)

where E and B are electric og magnetic field strengthB,= pv is the current vectorp is the
charge density, ang) andy are the permittivity and permeability in vacuum. Often wheferring

to the magnitude of the current vectdris used instead of . It is also sometimes favourable to use
formulations based on the electric scalar potentiahnd the magnetic vector potentia, instead
of E- and B-fields directly. The expressions coupling fields and paéshare

B=VxA (2.5)
and 54

The vector potential, and thus also the magnetic field, idigibtg in the electrostatic limit. By
combining equations 2.1-2.4 we can obtain the wave equafarthe E- and B-fields:
i@QE _Vp oJ

viE- %8 ot
2 o2 €0 o ot

2.7)

10 FFl-rapport 2008/00014



and

1 0°B
2 o
wherec=2 = ¢yp. In vacuum, the right hand sides in equations 2.7 and 2.8 €qumportant spe-
cial cases in cylindrical and rectangular symmetry are ridwestzerse magnetic modes (TM-modes)
and the transverse electric modes (TE-modes). In the focams the axial magnetic field is zero,
while in the latter case the axial electric field is zero.

V2B — = — oV x J, (2.8)

In addition, we need equations to describe the electronrdigsa First, we need the continuity
equation. Assuming we can neglect sinks or sources of fegtithe continuity equation can be
formulated as
9% v.5=0 (2.9)
ot
If we also assume the electrons to only be under influenceeofremagnetic forces, the momentum

equation becomes

%—It) +(v-V)p=—e(E+vx B), (2.10)
wherep = ym.v and
() =1/y/1—=v2/2 =1/y/1— 32 (2.11)

is the relativistic mass factor. The mass will always refer to the rest mass of the electrons. If the
motion of the electrons is one-dimensional (in the chospresentation), equation 2.10 can easily
be rewritten so thgb does not explicitly enter in the expression. To achieve thesuse the relation

Op Opodv 3V ov 300

i A — = - 2.12

or  OvOox m(’y CQU—FV) or " b ( )
Applied to the momentum equation 2.10 in the direction palréd v, this produces the following
equation

v e
(E) | + ('v . V)’U = _me’y?’E”' (2.13)

Note that the magnetic force is absent altogether from emu&.13 since this force always is
normal tov.

2.2 Fundamental electron plasma behaviour

To fully understand the results on wave excitation preskimtehis report, it is vital that the reader
has some understanding of fundamental characteristidsedhteraction between electrons and an
electromagnetic field. In the present context we will resthie discussion to deriving two important
plasma parameters, namely the plasmg @nd cyclotron ¢.) frequencies.

In the case of the former parameter, we look at a purely @sttic problem where the system can
be described by equations 2.3, 2.9, and 2.10. We apply theitgee ofsmall-amplitude analysis
described in appendix A to this system, with the additiorssluanption that the equilibrium solu-
tion is uniform with no flow present. (This requires the preseof another uniformly distributed,

FFl-rapport 2008/00014 11



positively charged, and static plasma population thatrescaharge neutrality in the equilibrium
solution.) First we take the divergence of the momentum oueequation 2.10, and use the Pois-
son’s law, equation 2.3, to eliminate the dependenc&oif he resulting expression f& - v can
be combined with the continuity equation, assuming we hakert the time-derivative of the latter
equation first. We then end up with the following second-pifferential equation for the electron
density:
0%6p
ot?

—wiép =0, (2.14)

where

2
wp = = (2.15)
is the nonrelativistic plasma frequency.

The second plasma parameter to be derived in this sectieyttotron frequency, is related to the
motion of isolated electrons in a uniform magnetic fief$l, Since the magnetic force;ev x B,
always is normal to the velocity, an electron will undergo a circular motion with constangaar
velocity. In general, the relation between the angularaiglpdenoted here by.., and the centriple
force, in this case identical to the magnetic force, is

mwgr =evB| =ew.rB]. (2.16)

The nonrelativistic cyclotron frequency is therefore giaes

B
oL (2.17)

We =
m

3 Klystrons

This is a fast-wave device of type O. Sources of this categoeyknown to produce high output
power, have relatively broad bandwidths, be highly effitieempared to other HPM sources (ef-
ficiency of aroundt0 — 60% common), and be highly stable with regards to phase and ameli
However, the pulse lengths are typically short, typicaliguend 100ns. The interaction between the
electrons and the waves occurs at specific locations alangath of the electron beam where the
resonant cavities are placed. The microwave signal is @lsentransported by the electron beam
through perturbations in the space charge density (seetalumping).

3.1 Non-relativistic velocity modulation

To provide insight into the fundamental principles of khpsts, we will present a simplified, non-
relativistic model of a klystron-like, two-cavity sourcg,[83]. Let us assume the electron beam is
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Figure 3.1: Periodic modulation of the electron velocity{tom graph) is over time shown in the
Applegate diagram to result in a corresponding, phase athjftiensity modulation (top graph). This
is a simple consequence of the continuity equation 2.9 famapressible fluid.

initially accelerated by the electric potentig). The velocity of the electrons before entering the
first cavity is found by applying the principle of energy censtion as

vy = 1] 200 (3.1)
m

The electric current corresponding to the electron beafy is engvg, wheree is the charge of an
electron anch is the density of the incoming beam. Clumping of the electream is achieved by
applying an oscillating potential across a pair of gridsramted to the first cavity. Let the electric
potential be given a&; = oV} sin(wt), wherea < 1. If the variation of the potential is sufficiently
slow, the individual electrons will experience a more oslesnstant potential as they pass through
the region between the grids. Some electrons will expeei@mcaccelerating field, while others will
experience aretarding field. Beyond the second grid, trecitglof the electron beamy; , will vary

in time as

v1(t) = vo/1 + asin(wt) = vy {1 + %sin(wt)] , (3.2)
wheret refers to the time for passing through the first cavity. Trexic current after the first
cavity is correspondinglyy = Ip\/1 + asin(wt) =~ Iy. If we neglect the internal forces in the
plasma, the velocity of a given electron will stay constdtergpassing through the first cavity. As
illustrated by the so-calledpplegate-diagram (figure 3.1), a periodic modulation of the electron
density is produced as a consequence of the perturbatiagianity.

The time interval spent by a given electron in covering trstatices between the two cavities is
given as

S «
T(t) = n® ~ sy |1 — 5 sm(wt)] . (3.3)
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Due to this time-varying delay, the electric current neardbcond cavityl,, will exhibit a stronger
variability thanl;. We find I, by recalling the definition of electric current:
dg

IQ(t) = E,

(3.4)

wheregq is the charge and = ¢ + T(t) is the time for passing through the second cavity. Dif-
ferentiation producest = dt + dT'(t) = dt(1 + dT'(¢)/dt). From charge conservation we have
Iydt = I5(t)(dt + dT'(t)), and by differentiating’(¢) we can obtain an expression fby.

dr\ !
Iy(t) = I (1 + E) (3.5)
(3 (3.6)
Iy
T = 0 g
2(t) 1 — X cos(wt) 3.7)
where we have defined
« SWo
X =—0=— )

9 60 2’[)0 3 (3 8)

known as the “bunching parameter”. Using Fourier expanaiuhthe notations = wt and¢ =
wt' we can rewritel,(t) as

L(t)=Io+ Y lancos(¢ — ) + by sin(¢ — 6)] (3.9)
n=1
where the coefficients are

Qo+ T
on= 2 [ B0 eosint@ — 005 =2 [ cosn(o ~ X sin)jas = 210, (0%) 310

T Jog—m

Oo+m , , a
T / L(t) sin[n(¢ — 6p)]d¢ = % / sin[n(¢ — X sin ¢)]d¢ = 0. (3.11)

™ Jog—m

The function.J,,(x) is the Bessel function of order (see appendix B). In figure 3.2, the current at
the second cavityi,(t), is plotted for three different values of X. Wheéa > 1, ¢ is a multivalued
function of ¢ leading to electron overtaking.

If an electric potential is applied to the second cavity &nty to that of the first cavity with a
maximum amplitude of/y, it is possible to transfer enerdgom the electrongo the wave field. To
achieve a net increase in the electromagnetic field stretigghfield in the cavity must decelerate
the electrons when the current density is at its strongedtsimilarly, accelerate the electrons when
the current density is at its weakest. We will estimate thpwtipower from this configuration when
only the fundamental harmonie 1) is considered. In this cade(t) = Ip[1 + 2J1(X) cos(¢ —
0ov)], where the maximum value of; (X)) is roughly0.58 occuring atX = 1.8. The time-averaged

power output will then be

1.161y V,
Poyt = 707% = 0.58P;. (3.12)

In other words, this configuration represents a maximum &6 &fficiency in power conversion.
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Figure 3.2: Current at the second cavith, plotted as a function of time for three different values
of the “bunching parameter” X.
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3.2 Space-charge wave theory

In the previous section we looked at electron bunching tinoelocity modulation. Throughout
that discussion we neglected effects due to self-intemactiow the electron dynamics is influenced
by the electric field produced by the electrons themselveghis section we will investigate how
small-signal space-charge waves modify the output curfims is normally done in a linear wave
analysis where one assumes that the waves are small conetdi an otherwise equilibrium state.
In this particular problem we also apply the following asgtions: (1) Fluid velocities are suffi-
ciently small so that relativistic and self-consistent metic field effects can be neglected. (2) All
equilibrium solutions are uniform. (3) Wave propagatiowl garticle dynamics is restricted to the
z-direction. (4) Wave amplitudes are only allowed to varypeedicular to the-axis.

The technique of linear wave analysis, with the exact sarsanagtions listed above, is demon-
strated in appendix A. Therefore, we only reproduce theltesor the parallel component of the
electric field,0 £, as stated by expression A.9:

V20E, — T*E. =0, (3.13)
where
9 1/2
w,
T=<(Fk-K)|1l-—2— , (3.14)
(w — vozk)
V | is the perpendicular component of the gradient vecias, the angular frequency of the wave,
k is the wavenumber’ = w/c is the free space wavenumber, ang = \/e?ng/(eym) is the

electron plasma frequency. If no transverse variationl@wad, that isV2 6E, = 0, thenT = 0.
The 4 solutions to this equality comprise a pair of plane fig&ce waves,

k12 =+£K, (3.15)

and a pair of plasma waves with propagation speeds eitheeardelow the beam velocity,

+
kg = ——"2 (3.16)
V0oz

For a given solutionk,,, all variables in this analysis are expressed on the forrmrgim equation
A.l. The total solution is a linear combination of all thewa@ns. For the velocity perturbation, we
can write it as

n=4

ov: _ 3 At (3.17)
n=1

Doz

where we eliminated the temporal terxp(—iwt). By combining equations 3.17, A.7, and A.8,
the following expression is obtained for the total curresttprbation

Ol NS @y ke 3.18
JOZ _;w_anOZ ne . ( . )
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At z = 0, right after the “buncher” cavity, the relative amplitudetoe velocity perturbation is given
roughly by equation 3.2 as/2, whereas the current perturbation at this point in spacegsgible.
From this we can conclude that

n=4
Ya=9% (3.19)
2
n=1
and
n=4 w
> ———A=0 (3.20)
few— knvo,
which implies that
A=Ay =0 (3.21)
and
o
A=Ay = 1 (3.22)
Inserting this into expression 3.18 f&y. yields
5. . » . ‘
sz = %wip [—ewpz/voz + e~ wpz/v0z | giwz/vos — —i%wip Sin(wpz/vo,z)ewz/voz. (3.23)

If one were to solve the more realistic problem of a finite dikeam with radiusg; in a cylindrical
waveguide with radius,, > r,, a very similar result would be obtained. The resulting egpion
for the current perturbation would be identical to equatio®3, with the exception that the ratio
w/w, would be replaced by /w,, wherew, /w, is dependent owr;, /vy, andr,, /r;, [8]. In section
3.4 we will consider the related problem of finding the disjar relation for an annular, relativistic

beam in a cylindrical waveguide.

3.3 Relativistic Klystron

Type 1 (SLAC) Relativistic Klystron Amplifier (RKA) [3]is based on a purely relativistic extrap-
olation of the conventional klystron technology. The crssstion of the electron beam is a solid
circle, and a relatively high number of resonance cavitresuged. The electrons are strongly rel-
ativistic with energies well above 1MeV. The current densin the other hand, is quite moderate
(less than 1kA), which implies an impedance of ov@002. The power of the resulting radiation
has been reported to be roughly 300MW in the X-band.

Type 2 (NRL) RKA [55] distinguishes itself from type 1 by utilizing an annukdectron beam
with dominant space charge effects and normally only 3 ieavifThis makes it possible to produce
anomalous, harmonic-rich currents with large-scale ciamp Unfortunately, this clumping also
leads to reduced efficiency in converting electron beam hatidas into microwave radiation. Still,
effects up to 10GW in the L-band have been reported.

Relativistic Klystron Oscillator (RKO): Part of the electron beam can be reflected back from the
second to the first cavity [78]. This occurs if the voltageoasrcavity 2 is large enough so that
a virtual cathode is formed there, or if the two cavities avsifioned close enough so that a pure

FFl-rapport 2008/00014 17
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Figure 3.3: Constant power, efficiency and total voltageelem a Reltron as a function of the
injection and acceleration voltage [60].

electromagnetic coupling between the two exists. In théecthe reflected electron beam can con-
tribute to further excitation. This is only achieved if theturn current is in-phase with the original
excitation in cavity 1.

Reltron: This is a relative new addition to the klystron family origlty developed with reliable
and cost-efficient susceptibility tests in mind [59]. Todiws concept represents one the best alter-
natives for narrow-band radiation sources when it comegteep per volume and power per mass.
Specific energies per pulse of about 2.6 J/kg [9] and effigienonbers upto 50% were reported
already around 1998 [61]. The experimental models haverteghgpeak power levels of around
600MW, while the commercial models promise about half of.tiehe length and diameter of an
L-band reltron is reported to be 75cm and 40cm, respectivéijle the weight is less than 100kg.
Experiments with a miniturized version of the Reltron havi diameter of less than 8cm, have
also been conducted [23]. It is thus one of the most intergstoncepts from a military viewpoint.
Sources of this kind exhibit in addition great stability afekibility when it comes to output fre-
quency. What distinguishes the Reltron from other klysiygre sources, is the way the electron
beam undergo a second acceleration phase after beingemhjgtb the vacuum tube and having
gone through a klystron-like bunching phase. In the secaendleration phase, the electrons reach
relativistic velocities. At the same time, the energy sgraathe beam is reduced. As shown in
figure 3.3 (taken from [60]), the output power will depend ba Yoltage in both the injection level
and the acceleration level, as well as the mean current &ioarty.
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3.4 Properties of an annular, relativistic electron beam

Most common types of klystron-like radiation sources todag an annular electron beam. There-
fore, we will take a closer look at the properties of such beamthe relativistic regime, with a
particular attention given to space-charge effects thhaffect the output power of the generated
radiation [19, 22]. Let us assume an infinitely thin, annbleam with radius; inside a pipe-shaped
waveguide with radiug,,. The electrons have initially been accelerated by the ridepbtential
¢in; < 0 relative to the cavity walls. The electric potential in thaweguide is found using the
Poisson equation on integral form as

}[ E-ds = AQ/e, (3.24)
S

whereS is a pipe-shaped shell with radiugr, < r < r,,). The chargeAQ equals the total charge
in a AL long section of the beam. Expressed in terms of the curfed the electron velocity
v, the charge become&@ = ALI/v. The given charge distribution is consistent with a purely
radially directedF field, which based on equation 3.24 becomes
I(2)
Ey(r,z) = ————, r >, 3.25
(r,2) 2megu(2)r r=T ( )

Forr < r, we haveFE,(r,z) = 0. The electric potentiab(z), relative to the potential on the
waveguide wall, is found to be

o(r,z) = — /rw E.(r,z)dr = & In <—> , oy <1 <1y (3.26)

2megu(2)

SinceE, = 0 for r < ry, theng(r, z) = ¢(ry, 2) = gp(z) for r < ry.
After the initial acceleration, the kinetic energy of theatons will be
Eg = (Yinj — 1)mc® = —edin;, (3.27)

wherey;,; = v(vin;) is the relativistic mass factor at injection. As the elestb@am passes into
the waveguide, some of the kinetic energy is transformeapotential energy. From the principle
of energy conservation, we have

MocYinj = Moo — ey, (3.28)

where~y, = v(vg). By combining equations 3.26 and 3.28 with the definitiony ofhe equilibrium
current in the electron bearf,, can be written as

To(0) = To/og = 17—, (3.29)

2 3 5kA
Is _ TEQMOC _ 8.5 . (330)
eln(ry/ry)  In(ry/m)

where
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By differentiating I, with respect toy,, the maximum stationary current achievable in a given
waveguide can be found:

dlo =0 (3.32)

do
¢ (3.32)

3

r}/inj — 7%
Ii————— = 0 (3.33)

WV 1
i} (3.34)
T = Y (3.35)

This corresponds to a maximum currépigiven as
3/2

L= Io(y = %0)) = L, = 1), (3.36)

which represents an upper theoretical limit for the currdrite ratio of kinetic energy to potential

energy in this case is
1/3

E ! 1
B _ Ving L (3.37)
P Ying = Ying

The potential energy will in other words dominate over theekic energy, particularly H;,; — 0,
that is in the strongly relativistic case. These are praggethat clearly inhibit an efficient microwave
generation. To maximizé. for a given-,,;, it is common to increase, and letr,,/r;, ~ 1. Near
cavities, where-,, effectively increased,. will be reduced. At the same time, the current will start
to oscillate due to the velocity modulation at the “buncheaVity. As a consequence, the current
can locally exceed., which in turn will lead to a strong modulation of the electimeam.

3.4.1 Dispersion relation

We will derive the dispersion relation for the configuratidescribed in section 3.4 [54], and we
will restrict ourselves to T,-modes where onlyE,, 0E., anddBy are nonzero. We once again
follow the approach outlined in appendix A. In this casesigppropriate to look for a vacuum
solution, which will be valid for- # r,. With w,, = 0, equation A.9 simply becomes

V320E, + (K? — k?)6E, =0, (3.38)

whereK = w/c. To simplify the notation further, we defif& = K? — k2. Due to the cylinder
symmetry, equation 3.38 can be rewritten as

O*E IOE
2 z z FZ 2 E. — )
— +r 5 +T“r“6FE, =0, (3.39)
which from consulting appendix B is easily identified as Bessel equation of zeroth ordemith
I'r as the variable. Sinc&F, should be finite for all values af, including» = 0, the general

solutions can be written as

AJdy(Tr) 0<r<m
SE. = (3.40)
BJy(Tr) + CYo(T'r) 1y <1 <1y
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By combining the azimuthal component of Faraday’s law, &qo&2.1, with the axial component
of Ampére-Maxwell’'s law, equation 2.2F,. can be expressed as
ik dOE
0E, = = 2
"T2? dr
By further utilizing property B.7, the general solution ttye radial component of the electric field
is

(3.41)

ik | AT 0<r<
5B, = & (1) == (3.42)
DA BT +Ci(Tr) <71 < 7.

To determine the coefficientd, B, andC, we have to consider restrictions put on the solution at
r = r, andr = r,,. Continuity of 6 E, atr = r;, requires

Yo(I'rp)
A=B+C . 3.43
Jo(I'rp) (3.43)
By assuming perfectly conducting wave guide walls, impydtte. (r = r,,) = 0, we get
BJo(Try) + CYy(I'ry) = 0. (3.44)

The last requirement the solution should meet comes frormtagral form of Poisson’s law, equa-
tion 2.3, which can be written as

607{ 0F -ds :j{ opdV (3.45)
6S oV

wheresV is an infinitely long, cylindrical shell with radial extewsi [, 7, ] = [r, — 7,1 + 67,
Taking the geometry into account, we can rewrite equatidb as
Ty

co(0E, (1)) — 0E (1)) = / prdr. (3.46)

b

To be able to expres$p in terms of§E, evaluated at = r;,, we utilize equation A.7 derived in
appendix A,
ikeowg
op = ——————50E.(rp)0(ry — 1), (3.47)
7(] (w - UOzk)
with the exception that we include the relativistic factgy that originates from the relativistic
momentum equation, equation 2.13. By putting equation Bi#73.45 and utilizing that

/ " rd(ry — r)dr =1y (3.48)

we get
7 ikw?
0B, (ry) = 0B, (ry ) = ——————0E:(rp). (3.49)
Y0 (w - UOzk)
Expressions 3.40 and 3.42 can then repla€e andd E,., respectively, in equation 3.49 to produce

the relation

_F[BJl(FTb) + CYl(PTb) — AJp (P?“b)] = ﬁAJ@(Prb). (350)
’YO (W - UOzk)
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A dispersion relation is now found by looking for a nontrivialution of equations 3.43, 3.44, and
3.50. These three equations, in combination with proper8ydBthe Bessel functions, result in the
following dispersion relation for an annular, relativisélectron beam:

(w — vo:k)? = a(k?c? — wH)R = ap(k®c? — w?). (3.51)

To simplify the expression we have introduced the pararseter
2 .2
w, T} <rw> Iy
o = —_— ln —_— = 5 (3.52)
Y ¢ Th I3 Bo

which depends on the initial conditions of the electron bezamal

o m/2 Jo(T'ry)
In(ry /1) Jo(Try)
, Which is known as theeduction factor and depends on the waveguide geometry. Note that if

Jo(T'ry,) = 0 then R becomes infinite, indicating resonance with the naturalegaide modes. If
we assume thak = 1, we can solve equation 3.51 to obtain

R=

[Yo(T'ry)Jo(Try) — Jo(Try) Yo (Trp)]. (3.53)

UOzk
= 14+ 3.54
where .
2
o= YO/ (3.55)
Bo

The two solutions are typically referred to as the slevy and fast ) wave solutions.

4 O-type Cerenkov devices

An electron moving through a dielectric material with pettivity equal toe will emit Cerenkov
radiation if the speed exceeds the local speed of light,= c\/ﬂ, wherec and ¢ are the
speed of light and permittivity in vacuum, respectively.the resonator of the microwave source,
¢, equals the phase speed of the resonant normal mode pawaitel electron beam. A so-called
slow-wave structure (SWS)is used to reduce the local speed of light. This is typicalpegodic,

e. g. sinusoidal, modulation of the waveguide walls. Acourdo the boundary conditions, the
E- and B-fields should reflect any wall modulation. The microwavaatidn is generated through
an interaction between the structure modes and the slove sgerge waves. Figure 4.1 shows
schematically the interaction between a cavity with motioteperiodd and four different sources
of this type in a dispersion diagram. The two solid lines espond tav = k¢, while the dot-
ted, dashed, and dash-dotted lines indicate the dispemsiation for three different electron beam
velocities. The triangles mark resonances utilized in fiifierent radiation sources.

Conventional versions dackward Wave Oscillator (BWO) andTravelling-Wave Tube (TWT)
were invented as early as during the second world war, anirgiegenuine HPM source to be
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Figure 4.1: Interactions between the normal modes of a gavith modulation period! and three
different electron beams (indicated by the dotted, dashed, dash-dotted lines). The triangles
correspond to the four different radiation sourd@¥/O, TWT , RDG, andSWO.

developed was a BWO in 1970 [63]. Continuous variation ofrés®nance frequency is possible
within a frequency band by varying the electron beam vejocith TWTs the interacting waves
propagate in the same direction as the electron beam. Tbiaele have a typical energy of 0.5-
0.9MeV and they constitute an electric current of normattyuad 1kA. To isolate the input signal
from the output signal, and thereby avoid unwanted osighat it is common to have a two-step
waveguide with a damping region in between. Efficiency can bk increased by using a “tapered”
waveguide, that is, the phase speed is reduced as the akegtadually loose their kinetic energy.
This is achieved by modifying the walls of the tube in the otitend of the tube. Efficiency of
more than 45 % with an output power of around 400 MW has beeiewaath using this method
[9]. Unfortunately, this power is typically distributed ewva fairly wide frequency band with up to
50% of the power located in asymmetric side bands. Ongoisgareh in this field focuses on for
example plasma-filled TWTs [65], utilizing radial hybrid s [85] and bunch compression [64].

In BWOs, the microwaves are reflected in the far end of the,tabesing waves to propagate
backwards relative to the electron motion. It is these radlbevaves that interact resonantly with
the electrons so that a growth in field strength can take plB¥¢Os used to be less efficient than
TWTs, but the last few decades of research, for instance ayefed” waveguides [50] and on
including cyclotron resonant interactions [62], has dbuoted to reducing the difference between
the two. Still, there are other Cerenkov devices availdide surpass both BWOs and TWTs when

it comes to output power. Relativistic Diffraction Generator (RDG) can deliver gigawatts of
power with a pulse length of arourid7 s for wave lengths around 5mm [20], whilehultiwave
Cerenkov Generator (MWCG) has been reported to produce 5-10GW for 80-100ns in the 3-cm
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band by carefully tuning the magnetic field strength and teeten beam diameter [21].

4.1 Dispersion relation for linear waves in a sinusoidally- rippled waveguide

To illustrate the type of interactions one utilizes in Oay@erenkov devices, we will derive the
dispersion relation for linear Thj-mode waves in a Cerenkov device assuming an annular electro
beam with radiug, [72]. The waveguide is sylindrical with a radiug that varies along the axis of
symmetry as

rw(z) = o[l + ksin(hgz)]. (4.2)

Apart from the axial variation of,,, this problem is identical to that solved in section 3.4.1e W
will therefore in the following discussion refer to resudibtain in section 3.4.1 whenever this is
appropriate.

4.1.1 General solution for an annular electron beam

As done in section 3.4.1, we assume the presence of a strgiafsgmmetric magnetic field that
prevents any motion not parallel to the symmetry axis. Basethis assumption, we restrict our-
selves to looking for a Thy,-mode solution. Due to the periodic modulation of the wavegu
an expansion of all perturbed quantiti&g associated with the electromagnetic waves is possible
according to thd=loquet theorem. Given the modulation peridg of the waveguide§ f can be
written as
o0
of = Z O fn(r) expli(knz — wt)], (4.2)
n=—oo

wherek,, = ko + nhg and—hg/2 < ko < ho/2. Similarly, we defind’,, = (w/c)? — k2. Now, we
want to solve the wave equation 2.7 fat.,, in much the same way as was done{ar, in section
3.4.1. The general form &fE.,, is given by equation 3.40. Requirements put on the solutign d
to the electron beam resulted in equations 3.43 and 3.50ngplhe three parameters,, B, and
C,. As a consequenceék, zn can now be written as

Jo(T'pr) 0<r<m
Ezn = An r 2
Jo(Tr) — a2 (w—é‘fvb) Jo(Tors) [Jo(Tat)Yo(Tury) — Jo (L) Yo(Tur)] 7 < 1 < T,
(4.3)

whereq, as before, is defined by equation 3.52.

4.1.2 Restriction of the solution due to the outer boundary condition

We assume that the outer wall is perfectly conducting, immgl\that the tangential component of
the E field relative to the wall should vanish at= r,(z), wherer,,(z) is given by equation 4.1. A
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tangential vector to the wall can be defined as (dr,,/dz)é,+é., whereé, andé. are unit vectors
in ther andz directions, respectively. The outer boundary conditiom tteerefore be formulated as

t-E|__ =0 (4.4)

=Ty

If we insert the expression farand use equation 3.41 to elimindig, we get

: > ky dE.,, dr :
—i(koz—wt) - vn zn YTw inhoz —
e nz_:oo (’LF% R + Ezn> e i 0. (4.5)
From using the chain rule we know that
dE.,(r) dry, — dE.,(z)
— 4.6
dr r=rw(z) dz dz ’ ( )

which makes it possible to rewrite the boundary conditiauadion 4.4, as

i etz (1438 L) L m(_Tne Y, [nwYb = JupYow] ¢ = 0. (4.7)
n€ ZF% dz nw Oé2 w—k‘nvb nb [YnwLnb nbd nw = U. .

n=—0oo

We have here introduced a simplified notation of Bessel fanst generally formulated &%, =
Co(Tnrw) 09 Gy = Co(Tnrp). The constant phase facterp(i(koz — wt)] has also been eliminated.

4.1.3 Fourier expansion of the solution

In order to obtain a solution independentzpfwve will make a Fourier expansion of the solution. If
we write equation 4.7 as
o0
> Anfalw,kn,2) =0 (4.8)
n=—oo

on a compact formf,, (w, k,,, z) can be expressed through a Fourier expansion as

fn(waknaz): Z Dmn(waknakm)eimhoza (49)

where the Fourier coeffisients, in slightly simplified naiat is given by

1 20 /4 ]
Dy = — e tmhoz £ (2)dz. (4.10)
20 J—3z0/4
The integration limits, now written as, and z. for short, can be freely choosen as long as the inte-
gration interval covers exactly one period f. Replacingf,, in equation 4.10 with the expression

in 4.9 and defining = n — m = (k, — k) /ho, resultin

1 [? . k, d T,c 2
Dmn = — iphoz 1+ j— nw — — n nw)n - Jn Enw 4.11
20 J., ¢ < ZF% dz) [J a(w — knvb> o (] b b )] ( )

T'ye

2
7> JnbLmn.- (4.12)
w — kyup

= Kmn_a<
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Please notice that,,, andY,,,, are functions okin(hyz). Let us now take a closer look at the first
term in the expression db,,.., K,.,. Using partial integration, we get

Kmn = {/ GZPhOZandZ + Z—Qn |:ethOZan ’ + thO/ ezphOZandz] } (413)
20 Za Fn Za Za
1 kn — km)k e
= — {1+ (o — km )l Qm) ”]/ PO Judz (4.14)
ZO Fn Za
B w2 — kmkncz s iphoz d
- bl [ e (4.15)

Since.J,,,, is a function ofsin(hgz), it is desirable to expresgro* as a function ofin(hgz) and
cos(hoz). For specific values af, ¢’?? can be expressed as

1, p=20
cosf +isin @, p==l1
e = {1 2gin26 + i2sin 6 cos 0, p=+£2 (4.16)
(1 —4sin?6) cos @ + isin O(3 — 4sin’0), p==43
[1- 8sin? (1 —sin?0) +i2sinfcos (1 — 2sin?0), p=+4

and so forth. Sincein(hgz) is symmetric andtos(hgz) is anti-symmetric about, = —zy/4 =
(za + zc)/2, the integral of terms in equation 4.13 proportionalkets(hyz) will equal zero, the
remaining part of the integral can be written as

w2 = kyknc?

Ky =2
m 2oI'2 c?

/ ) Pz I (sin(hoz))dz. (4.17)

Zb

By performing the substitutiom = sin(hz), so thatcos(hpz) = v/1 — v? in the interval fromz,
to z., K, can finally be written as

w? = kpknc® [ Purn(v)

Kpp = 22 B man(v)dv (4.18)
where )
1, p=20
+iv, p==+1
Pon(v) =1 — 202, p=+2 (4.19)
+iv(3 —40?), p=43
[1- 8v2(1—2?), p=+4.
If we define .
IS, = % 3 %an(v)dv, (4.20)

where(,,,, again represents one of the Bessel functidgf(§",,7o(1 + xv)) or Yo(I',7o(1 + Kv)), the
total Fourier coefficienD,,,,, (w, ky, k) can be expressed as

w? = kpknc? T,c 2
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The dispersion relation is finally obtained by solving theagpn
det[D] = 0, (4.22)

whereD is a matrix with element$,,,,,.

4.1.4 Specific solution of the dispersion relation

The size of the matrisD can in most cases be restrictedstx 5 and the obtained solution would
still be reasonably accurate [72]. If we first take a look at¢hse where no electron beam is present
(I, = a = 0), wre/c will in this case be a function dfyry, wherew is real. The model then only
depends on the parametersog horg. The top plot in figure 4.2 shows the solution of equation
4.22 fork = 0.077 andhgrg = 267 /11 [72]. The vertical axis on the right hand side indicates
the frequency measured in GHz for the cage= 1.3cm. The 5 curves in the plot correspond to
the 5 lowest TM-modes. If one introduces an electron bearh witurrent of[;, = 8kA and a
relativistic mass factor of, = 1.91 at the radius;, = 0.5cm, the solution will become as shown in
the bottom plot of figure 4.2. The dispersion curves thateggnt structure waves are found, with
a few exceptions, close to the corresponding curves in the with no beam present. In addition,
two more curves are present, both starting at the origir,réesent space charge waves. Stable
interactions (marked with a green circle) between theTélirve and the fastest of the space charge
waves are found nearry/c = 4 andkgro = 4. This causes the two waves to switch properties for
larger values of.

5 M-type devices

In M-type devices, electrons undergoifiyx B drift interact with a wave field to produce microwave
radiation. A necessary requirement is therefore that tiftevétocity of the electrons, normal to both
the E and B fields, are roughly equal to the phase speed of the electiostiagvaves. At the same
time, the electrons emitted from the cathode should be ptedefrom reaching the anode, and
thereby short-circuiting the system. We will start by stindythese criteria more closely. Later, we
will review briefly three specific devices, the well-estahkdrelativistic magnetron, thecrossed-
field amplifier (CFA), and the more recently develop&tagnetically Insulated Transmission
Line Oscillator (MILO) .

5.1 Planar Brillouin flow

We will study theE' x B drift of a relativistic electron beam in the region betweeneanitting
cathode at zero electric potential and an anode at poténtiihe distance between the cathode and
the anode igl, as shown in figure 5.1. We assume space-charge-limited fewv€.g. [40]), that is
E.(z = 0) = 0. This analysis has been presented by Davidson et al. [28].
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Figure 4.2: Solutions of 4.22 withy = 1.3cm,x = 0.077, horo = 267 /11, and I, = 0 (top plot)

and I, = 8kA (bottom plot). In the latter casey = 1.91 andr, = 0.5cm. The figure is, with some

minor modifications, taken from [72].
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5.1.1 Equilibrium properties

In general, an equilibrium solution is characterized byftw that all time-dependent terms should
vanish. In this case, we are left with purelyfg x B drift, where we assume the following model:

Eo(r) = Ex(x)é, (5.1)
Bo(r) = B:(x)é, (5.2)
no(r) = no(a), (5.3)
vo(r) = vy(x)éy. (5.4)

Based on this model it can be concluded that the left handodithee momentum equation 2.10, will
be zero:
0= —eno(2)[Ex(2) + vo() Ba (). (5.5)

If no(x) > 0, the drift velocity becomes

B.(z)

(5.6)

vy = —

This is the so-called® x B drift. By combining the expression for the drift with the Aéme-
Maxwell’s law (assumin@ E /0t = 0) , equation 2.2,

o poeno(z)vo = Moeno(x)Bz(x) (5.7)
and Poisson’s equation, equation 2.3,
OE,  eno(x)
o 0 (5.8)
we get
2 2

ox ox
This means thaB2(z) — ¢ 2E2(z) is a constant quantity. Using equations 2.11 and 5.6, we also

get thatyy(z) o B, (x), whereyy(z) = vy(vo(z)).

Relativistic Brillouin flow is characterized by the conditi that the total energy of an electron fluid
element is uniform across the electron layer. Since the ¢éotargy atz = 0 is equal to zero, the
condition of energy conservation can be expressed as

[vo(z) — 1]m602 —egp(z) = 0. (5.10)

Differentiating 5.10 and using the identify, (z) = —0d¢y/0x and equations 5.6 to 5.9, we obtain
the following condition for relativistic Brilloiun flow:

< eB.(z) >2 __€®no(2)

Yo(x)me €0Y0(x)me

= constant (5.11)

This result can be rewritten as?(z)/v*(z) = w2(z)/~(z), where the left and right hand sides
are the relativistic cyclotron and plasma frequenciespaetively, at positionz. Note also that
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Figure 5.1: An electron layer extends fram= 0 to =z = ;. The magnetic field in the vacuum
region,x = xp tox = d, IS Byé,.

B.(x), vo(z), andng(x) all are proportional in the intervdl < = < z3. To find e.g. B, (x),
we can differentiate equation 5.7, use equation 5.8 to rltei0E, /Ox, and utilize the fact that
no(x)/B,(x) is a constant. We then find that

9?B,(x) 9
—— > kB = 12
52 k“B.(x) =0, (5.12)
where
_ no(v)
K= 6'MOCBZ(3:) (5.13)

is a constant. The solution to equation 5.12 is

cosh(kx)
By(x) = {  Ccoshlra) 0<z<m (5.14)
By Ty <z <d,

whereBj is the uniform magnetic field parallel to the symmetry axithia intervalz, < = < d.

With ~, being proportional td3, andv,(0) = 1, we find thaty(xz) = cosh(kz),0 < x < xp. This
result can be put into equation 5.10. In the intemaK < d we haved?¢g/0x? = 0. We require
¢o andd¢g /Ox to be continuous for the entire interval, leading to thediwihg electric potential:

e¢0(x2) _ cosh(kz) — 1 0<z<uxy (5.15)
cosh(kzp) — 1 4 k(x — xp) sinh(kzp) zp < x < d.

MmeC

Normalized anode potential can now be coupled to the width@8Brillouin layer,x;, through the

expression
eV

= cosh -1 d— inh . 5.16
> cosh(kxyp) + k(d — xp) sinh(kxyp) (5.16)
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It is also desirable to couplBy to the initial magnetic field strengtB; found between the anode
and the cathode prior to the formation of the Brillouin layEhnis can be done by taking into account
the conservation of magnetic flux, that is

d
B
/ B.(xz)dx = constant= Bd = = tanh(kxp) + Bo(d — xp). (5.17)
0 KR

Inserting By = B.(0)cosh(kxp) and utilizing the identitye B,(0) = r~m.c (easily verified by
combining equations 5.11 and 5.13), we can rewrite equétibn as
erd

mec

= sinh(kxp) + k(d — xp) cosh(kaxy). (5.18)

If the Brillouin layer were to fill the entire interval betwe¢he anode and the cathode, thatjs= d,
the system would be short-circuited. By combining equati®ri6 and 5.18, we can find a relation,
called theHull limit , between the anode potential and the initial magnetic figkehgth for this
special case. The potential in this case, known asitilecutoff voltage (Vi) is given as

Brd\?
Vi _ 1+<e—f> ~1. (5.19)

MeC2 MeC

To achieve wave excitation in e.g. a relativistic magnettbe anode potential must therefore be
V' < Vi (By). Another condition that should be fulfilled in order to acgesfficient interaction
between the wave field and the electrons, is the requirenferésonance. That is, the fastest
electrons in the Brillouin layer (found at = x;) should have a velocity at least equal to the phase
speed of the exited waves, = w/k, = (,c. This implies that the anode potential much be larger
than the so-calleBunemann-Hartree threshold If we combine equations 5.16 and 5.18 in such
away thatx(d — x3) is eliminated, we get

Byd 1
v _ by tanh(kzp) — 1 + ————. (5.20)

Mmec®  Mmec cosh(kxy)

Sinceyy(x) = cosh(kxy), we can easily verify thaty(z) = ctanh(kxzy). If we in addition require
thatvy(x) = B,c at the threshold voltag€z, we get the expression

BVBH erd
e = —fp—1- V1- B2 (5.21)

The Hull limit and the Bunemann-Hartree threshold is ptbitea B;-V diagram in figure 5.2.

5.1.2 Extraordinary-mode eigenvalue equation

Starting with the equilibrium solution just described, wi# tudy properties of so-called extraordinary-
mode, linear waves. This is electromagnetic waves whergéhteirbed electric field is always
normal to the magnetic field. Following the approach descriim appendix A, we assume the
perturbations are of the form

(z,y,t Z 5f (z, kel ky=wt) (5.22)

k=—00
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Figure 5.2: Bunemann-Hartree thresholdandHull limit delimits the normalized parameter space
of voltage €V/m.c?) and initial magnetic field strengthe 8 d/m.c?) that can produce an effective

and stable interaction between the electrons in the Brifidayer and the wave field. In this case
with 3, = 0.5.

where the amplitudesén, év,, dv,, dv, 0E,, 6, anddB, are assumed to be small enough for a
linear approximation to be valid. Bearing in mind that #iex B drift found in the equilibrium so-
lution is in they-direction,~ will in the linear approximation depend ar only. By differentiating

~ with respect tay,, a linear approximation téy is found to be

U
5y = wg’c—gévy. (5.23)

As a consequence, we get

0 odv
5. (00U +v007) =5 =, (5.24)
whereu could be equivalent to eitheror y. Correspondingly, we have
a o 38?}0
%(WOUO) =g, (5.25)
Linearizing the continuity equation, equation 2.9, gives u
don 0 0
=4z _ = 2
ot + ay (Uo(STL + noévy) + O (noévx) O, (5 6)
which assuming perturbations of the form 5.22 becomes
—i(w — kvg)on = —ikngdv, — %(no(va). (5.27)
Thex-component of the momentum equation, equation 2.10, oariined form gives us
00y, 0 e
— =——(0FE B.+ B 2
N0, T 3y (Y0602 m(5 « + 00 B, + B.ovy) (5.28)
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which becomes

—i(w — kvo)dvg + —£8v, = ———(8E, + 160 B.). (5.29)
0 Yom

The corresponding-component is

0 0 0
= (Y00vy 4+ v907) + dvz =~ (Yov0) + voz— (Y0dvy + vody) =

ot O oy (6B, — B.ov;).  (5.30)

e
m
We eliminated~ by utilizing relations 5.23 and 5.24. To rewrité~ovg)/0x we first use the re-
sult from equation 5.25 to eliminate the derivative~gf Then, we insert the expression fay
from equation 5.6 and use equations 5.7 and 5.8 to exjgfes3/0x asjw, /w.. In short, the
y-component of the momentum equation can now be written as

2 2
Yowp — We €
% e Sy, = —— 6B, (5.31)

—i(w — kvo)Y2dv, +
( 1160 YoWe Yorn

In addition, we will need the linearized versions of Fardsltaw,

OOF.
iwéB, = xy — ikéE,, (5.32)
Ampére-Maxwell’'s law ¢-component only),
. LW
ikdB, = —eponodvy — i—0Fy, (5.33)
(&
and Poisson’s law,
OE, .
+ik0E, = ——on. (5.34)
T €0

We will also introduce the effective potenti&l, (=), defined by

By (z) = %wy(;ﬂ, k) (5.35)

and the effective wave mass factpy, defined by

1
T = 1 —w?/(k2c2) (539

From equations 5.32 and 5.33 we find that, andd B, can be expressed as

0P, iw eng
0E, = -2 | — + ——0u, 5.37
%”(8364_1{20260 U> (6:37)
and 00 ,
6B, =~2 W Ikt s . 5.38
T (cZk 0z | k& A (5.38)

respectively. Substituting equations 5.27 and 5.37 intmggn 5.34 gives us the following relation
between®, and the velocity perturbations:

ok ie [ 0 ik
|:8_7;2 ’Y%J k cown {aax (npdvy) + 2 (no&)y)} (5.39)
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wherew;, = w — kvg anda = 1—wvgw/c?k. Using equations 5.29 and 5.31 we can elimiateand
dv, from equation 5.39. After some algebra, the following eigdume equation fo,, is obtained:

B OBy, ) kad), & [wiwe
—< |1 — s —k“1 P, = — 5.40
8x{[ +x1] 896} [T+ x| Pk o 0w\ 322 | (5.40)
where
AWy | 2
G I (5.41)
2 2
—2 “p —2 “p
= B 5.42
X Yw 70]/2 (r}/w + ’7002]{:2) ) ( )
and
2.2 2 2
2 2 9 wp’Yw fYpr — We
= 1 . 5.43
v Yowh ( + 212 ) + 73 ( )

If the equilbrium state is identical to the Brillouin flow,glequilibrium magnetic field will be given
by equation 5.14. Since bothy andng should be proportional to the magnetic field strength in
the interval0 < x < x;, we can now solve the eigenvalue equation, equation 5.4@¢encally

to investigate the so-calleahagnetron instability. Figure 5.3 is taken from [28] and shows the
solution for various choices of the normalized layer width/d, the self-field parametel§, =
w270(xp) /w?, and the normalized wave numbek,/@.., Wherew.. = we(xs) /v0(xs).

5.2 Relativistic magnetron

The conventionaimagnetron is widely used as the radiation source in a number applicatiaich

as in microwave ovens, in portable radar systems (X-/Cali&dly and for plasma heating. Reasons
for this is the high efficiency (typically 50-90%), compades reliability, and inexpensive manu-
facturing costs. A typical configuration is shown in figurd faken from a simulation using the
commercially availabl@article-In-Cell (PIC) codeMAGIC [41]. In the relativstic case, electrons
are emitted from the cathode (inner cylinder) through esipbemission. Due to th& field, the
electrons are at first accelerated radially outwards. Thew &re subjected t& x B drift that,
assuming the relative strength &f and B lie within the Hull limit , prevents the electrons from
reaching the anode. The electrons, through this processrkiag “magnetic shielding”, form a
cylindrical cloud, the aforementiondgtillouin layer . The small, resonant cavities on the inside of
the anode modulate the electromagnetic field, and therdisyrdime the operating frequency of the
magnetron. The magnetron in figure 5.4 is-enode configuration. Relativistic magnetrons operate
with efficiency levels of 20-40% and output power levels abGW at frequency in the range
of 1 to 8GHz. Pulse lengths are usually restricted to aboQhg&0and the current should exceed
10kA. By replacing a permanent magnet with a current-drivexgnetic field one can in principle
achieve a time-varying magnetic field strength. The proktleem is to also adjust the electric field
accordingly to ensure the operation criteria is still met.
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Figure 5.3: Linear growth properties of the magnetron ifsli#y: (a) Normalized growth rate
(Imw/@..) and real oscillation frequency (R¢w..) plotted as functions ofk /@, for S, = 0.5
and z,/d = 2/3. (b) Imw/&..) and Rev/w.. plotted as functions of, for z;,/d = 2/3 and
ck/we = 2. () Imaginary and real effective potential plotted in nalimed units as functions of
xp/d for S, = 1 andck/w.e = 2.
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Figure 5.4: Simulation of a cylindrical magnetron [41] ugirthe numerical cod®MAGIC [42].
The inner cylinder functions as the cathode. The magnelit(ff2) is directed out of the plane. The
snapshot is taken 30ns after externally applying a voltefg260 kV. The spatial unit is millimetre.

5.3 Crossed-field amplifiers (CFA)

Planar versions of the magnetron, knowncesssed-field amplifiers (CFA) also exist. A sketch
of a m-mode CFA is shown in figure 5.5. The electron cloud is in@idain the sketch by the
brown, semi-transparent layer. The thin field lines indicidue direction of the total electric field,
while the thick, dotted arrows indicate the electron vejofield. We will refer to this sketch in
the following discussion of the operation of both magnedrand CFAs. The electrons enter the
green-coloured region from the lower right corner due todbailibrium drift caused byE, and
By. The modification to the electric field in the green regiomtbauses the drifting motion to turn
towards the anode. The electrons there move closer to tidearal slows down in the horizontal
drift. As a consequence, a so-called “spoke” is formed witeeeslectron density increases in the
anode cavity (the region between two consecutive vanesge$he electrons are essentially moving
parallel to the electric field, the electrons loose kinetiergy to the RF field. Since the electrons
move closer to the anode, the electrons also loose poteniggy to the RF field. In fact, the total
energy loss in this region is dominated by the loss in padéetiergy.

Assuming the electrons cannot penetrate the anode sutfecdensity will build-up on the right-
hand side of the vane marked '-’. Eventually, the local fialdufficiently modified that electrons
are pushed back towards the cathode. The equilibrium diifigb the electrons into the yellow
region where the RF field has changed sign relative to whathesase in the green region. The
drift motion is therefore turned towards the cathode, capie electrons to move even closer to the
cathode and therefore gains potential energy. The elestrow moving essentially anti-parallel
to the electric field, are accelerated and gains kineticggnas well. The gain in total energy is
at the expense of the RF field. However, the density in theowelkegion will be lower then the
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Figure 5.5: Sketch of ar-modecrossed-field amplifier (CFA) illustrating the typical electron
distribution (brown, semi-transparent layer) and velast (thick, dotted arrows) together with the
electric field (thin lines). The green and yellow colouridgmtifies regions of energy transfer to and
from the RF field, respectively.

corresponding density in the green region. As a consequenoet transfer of energiyom the
electronsto the RF field is achieved as the electrons pass through the isamier of green and

yellow regions.

54 MILO

In devices of the type callelllagnetically Insulated Transmission Line Oscillator (MIL O) the
magnetic field is generated by the current running throughcthode itself. These devices are in
other words “self-isolating”. This secures that the vaoiag in E and B are in phase. A MILO
device can have either a cylindrical or a plane geometry. ¥amgple of the former case is shown
in figure 5.6 [43]. The cathode constitutes the lower bouy)dahile the anode serves as the upper
boundary. The vanes are relatively thin disc-like modatsgi of the anode. A problem has been
to achieve efficient radiation extraction as the electraaslgally loose energy and thereby fall out
of synchronism with the dominant wave mode. This problemtbasome extent been solved by
reducing the length of the vanes as one gets nearer to theteatpon. To avoid reflected waves to
propagate backwards, it is common to include a few extra l@mgs, known as a Bragg reflector,
at the far end of the interaction cavity. Recent resultscaid efficiency levels of around 10% with
about 2GW in the 1-2GHz frequency range [31, 32, 48]. The MI&@therwise characterized by
delivering high energy per mass per pulse. A compact MILO ehddcluding a Marx generator
and delivering about 1GW, has in recent years been develiopEchnce where the approximate
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Figure 5.6: Simulation of a cylindricaMILO constructed afAir Force Research Laboratory.
The simulation is done with the cod®/OQUICK in two (spatial) dimensions [43].

length and diameter is 100cm and 20cm [26], respectively.ti@rother hand, the device is also
regarded being less tunable than many other HPM devicesedsettpuency cannot be shifted by
simply changing the voltage.

6 Virtual cathode oscillator (VCO)

The first microwave device based on thietual cathode principle was developed in 1977 [58].
Devices of this type are usually very compact and distirtgtiemselves from other devices by
requiring a current density that exceeds the space change Tihis means that the energy associated
with the electric potential exceeds the kinetic energy melectron beam. The main mechanism
behind the VCO, also referred to as tHiiecator , is illustrated in figure 6.1. If the anode is shaped
as a grid so that the electrons can pass through it, a clouctf@ens known as a virtual cathode
can be formed behind the anode. Gradually, the electrogtatiential is reduced. The position
and potential of the virtual cathode will oscillate. Thicitiation will also modulate the density
in the electron population that passes virtual cathode.réThee therefore two different ways the
microwave radiation can be generated, tbexing mechanisrhat creates bunching of electrons
inside the potential well between the cathode and the aremtk theoscillating mechanisnthat
creates bunching of electrons due to the oscillatory beliawif the virtual cathode. In any case, the
frequency of the waves will equal the plasma frequency, wban be changed by simply changing
the electron density. Relatively long pulse durations,afiyts, can be achieved, but the reported
efficiency for traditional configurations, up to 2-3%, hagéoo low. Not surprising, the radiation
spectrum typically exhibits several distinct peaks.
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Figure 6.1: lllustration of the virtual cathode principlé.he real cathode is marked _, the anode
is markedA . and the virtual cathode is marked” [53].

Several different devices have been constructed thareutihe principle of the VCO but which
attempt to increase the efficiency. In tReflex Triode, the anode is a high-voltage electrode, while
the cathode is grounded. Efficiencies of about 10% has bexemteel with this device [47]. In the
Reditron, the electrons are prevented from being reflected back let@amode-cathode (A-C) gap.
This is achieved by having an externally applied axial mégreld which guides the electrons
through a small opening in the anode. On the other side ofrthdeathe magnetic field strength is
strongly reduced. Electrons reflected off the virtual cdéhoan therefore freely expand in the radial
direction. The expansion prevent the electrons from rerarg the A-C gap. Experiments have so
far shown roughly a doubling of the efficiency compared tdrany VCO devices [27].

6.1 Steady-state VCO theory

In the following section we will consider a simple, one-dims®mnal model that illustrate some of
the mechanisms behind the formation of a virtual cathods.alsteady-state model taken from [46].
The electrons enter at the injection point where the elepoientialy equals zero. At the position
of the virtual cathodep = —V,, £ = 0, and a certain fraction of the electron beam is reflected
back towards the injection point. Given that the electraageno kinetic energy at the position of
the virtual cathode, we can relate the relativistic mastfag, to the electrostatic potentiab, by
applying the principle of energy conservation:

(6.1)

The sum of the absolute values of the injected and reflectednts,./, can be expressed as

J =env =enc\/1 —~y2. (6.2)

FFl-rapport 2008/00014 39



From Poisson’s equation, equation 2.3, and the expressiatné electrostatic potential, equation
2.6 with A = 0, we get

dE = - Cdp = " 4y, (6.3)
€0 eo

We can replace the spatially varyingwith the uniformJ, andd¢ with d~ through the use of
equations 6.2 and 6.1, respectively:

Lae2) = I a2 0. (6.4)

2 €€Q

Equation 6.4 is on an easily integratable form which, whertake into account that’ = 0 and
~v = 1 at the position of the virtual cathode, give us a relatiomieein £ and-~, or betweenr and
¢. The electric field profile between the injection point anel tirtual cathode becomes

E= <2Jmc> v (2 — 1)t = <@> " (1 + M)Q - 1] 1/4. (6.5)

€€Q €€Q mc

The timeT it takes a reflected electron to return from the virtual cdéhatz = v/, to the injection
point atz = 0 is of interest in the following discussion, and is found as

T O dx O en EO) ¢, e E(0)
' /0 / v / 7 /0 7 J ©o

\%4

If we use equations 6.2 and 6.5, we can repla@nd £(0), respectively, with expressions propor-
tional toyy = v(z = 0) andny = n(z = 0). In doing so, we can rewrite as
260m’yo

T = 02 = 270wp_1, (6.7)

wherew, is the non-relativistic plasma frequency.

7 Gyrotron

Gyrotrons, also known aglectron cyclotron masers (ECMs) are fast wave devices that first came
into existence in the late 1950s, e.g. in [74]. The idea lktiis development is to extract kinetic
energy related to the gyrating motion of electrons in a magrield. Unlike most other known
HPM sources, gyrotrons can produce highly efficient micrangeneration in the (sub-)millimetre,
as well as in the centimeter wave length range (illustratiggir 7.1). Efficiency levels of 30-50%

is common. A gyrotron will typically include the followingoenponents: An electron beam with

a sufficiently large velocity component, , normal to the beam and as indicated by the parameter
o = v /v, a smooth wave guide, and a magnetic field parallel to theérelebeam.

The main mechanism for a resonant interaction between #otrehs and the wave field is through
a relativistic effect coupled to the gyro-motion. The cya frequency in the relativistic case is

B eB
i Y sy (7.1)
moy Mo

We =

40 FFl-rapport 2008/00014



107}
g Gyrotrons
~ (a5
= 107
3
o
@ 3 .
210°F Conventional
§ Lasers microwave tubes
z
10"k
| (] (] 1 [
107 102 1o 1 10

Wavelength (cm)

Figure 7.1: Comparison of average power for lasers, gym&dECMSs), and other microwave
sources. The gyrotrons are the only alternative with gigésvautput in the (sub-)millimeter pa-
rameter wave length range. [24]

and the Larmor radius is as always )

i
o
Looking at the example sketched in figure 7.2, we notice thatparticles marked 1, 2, and 8
will have their rotational speed,, , reduced due to the electric field. From equations 7.1 and 7.2
we see that the cyclotron frequency increases and the Lanadars decreases for these particles.
This causes the electrons to move closer together and ¢m#ee rotational centre. Equivalently,
the particles marked 4, 5, and 6 will have their rotationaespincreased, thereby reducing the
cyclotron frequency and increasing the Larmor radius. &lpssticles therefore move further apart
and further away from the rotational centre. If thefield is circularly polarized with a frequency
slightly higher than the cyclotron frequency, particles21,and 8 will have a greater net loss of
kinetic energy than the corresponding kinetic energy ghineparticles 4, 5, and 6. The wave field
will in other words have gained energy in the process. Thisasnain mechanism behind gyrotron
devices. By taking advantage of the interaction betweeating electrons and a wave field with a
frequency close to the cyclotron frequency, a class of ésvias been developed that corresponds
to the non-gyrating O-type devices (gyrotron, gyro-TWTi@gBWO, gyro-klystron).

T = (7.2)

Efficient operation of fast-wave gyrotrons requires theteéns initially to have a non-zero velocity
component normal to the magnetic field. To produce a rotatlagtron beam is technically chal-
lenging if one at the same time requires a great degree obramify. The usual techniques often
lead to a destructive spreading of momentum along the axistafion. There has therefore been a
certain interest in developing gyrotron devices that cdizetelectron beams without rotation. This
is known asslow-wave gyrotron sources which make use of Cerenkov radiation. If the elastro
initially have a velocity slightly larger than the phaseegef the waves, the interaction will lead to
a clumping of electrons in the direction parallel to the netgnfield. This in turn causes energy to
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Figure 7.2: Main principles behind thgyrotrons explained through illustration taken from [76].
Test particles in a gyrating motion are initially uniformdijstributed (a). After several periods, the
clumping of electrons is visible (b).

be transferred from the beam to the wave field. To achievereleagnetic waves with phase speed
less than the speed of light (in vacuum), it is common to useevgaides filled with a dielectric
material (plasma).

8 Free electron laser (FEL)

A free electron laser (FEL)can, unlike the other HPM sources described here, produliaticn
that extends beyond the microwave regime, into both UV asibl. This is possible by letting
electrons pass through a static magnetic field with spgataternating polarization. This kind of
structure is known as amndulator or awiggler. The radiation is generated by fast-wave inter-
actions where the electrons resonate with the electrontiagield and the undulator. The wave
length \; of the coherent radiation depends mainly on the electrorggras well as the period,,
and amplitudeB,, of the magnetic field produced by the undulator:

Ay (eByy)?
YRPSRACE | TR Sl I B 8.1
272 [ 2(27rmc)2] (6.1)

[67]. As the electrons loose their energy to the wave field,résonant coupling will be gradually
be weakened. As is the case with other HPM sources, one caasecthe efficiency by varying the
undulator parameters in space so that it better fits theadpatiiation of the electron energy. In the
case of FEL, this can for instance be achieved by either naguloe period\, or the amplitudes,,
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Figure 8.1: Basic sketch of the FEL structure (taken from][]70

towards the far end of the undulator structure. This type oflification has been documented to
result in a radiation efficiency of 20-30% [67, 77]. Similachniques to increase the radiation power
even more have been studied [70]. Sprangle, Tang & Manhdinig¢isaw an order of magnitude
increase in the power, while Orzechowski et al. reported986lan almost 7 times increase in
power (equivalent to 34% efficiency) for radiation at wawefh A\; ~ 1cm. This was achieved by
reducingB,, by roughly 50% towards the far end of the undulator strucf&vg.

9 Remaining research challenges

Great advances have been achieved over the last few decat®seloping HPM devices that could
have a potential as an electromagnetic weapon. Still, grereemaining issues in increasing output
power and total radiated energy, while reducing the reduinass and volume of the devices. As
an example, the Vircator, one of the most compact and therefost interesting HPM devices, can
only deliver microwave radiation with an efficiency (the pwatio of high frequency output to low
frequency input) of less than 10%. This means that the stiithPd1 sources, like the Vircator, is
very important in realizing the idea of HPM weapons.

A key issue in this work ipulse shortening Over the past 20 years or so, maximum output power
of HPM devices has steadily increased. However, the inergasutput power has also caused
the typical pulse length to be decreased. As a consequdrecmtal radiated energy per pulse has
stagnated at around 200-1000J [9]. Pulse shortening carehsured as the ratio between the pulse
length of the microwave radiation and the pulse length ofefleetron beam. The phenomenon of
pulse shortening usually occurs at field levels of more tH@0k¥/cm and at frequencies of around
1GHz. Physical causes to pulse shortening can be dividedbinategories:
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e Suboptimal tube design:Microwave tubes should be designed so that instabilitiesenided.
This is achieved by keeping magnetic field strengths moedratl T), and avoiding strong
E-field strengths near surfaces.

e Spontaneous plasma generationThis can occur near both the cathode and the anode, due
to unwanted beam expansion or as a consequence of the bdang aisurface. A result
of plasma spontaneously being generated is that the diopedamce or the dominant wave
modes might change and thereby weaken the coupling betlwedream and the wave field.

e Spontaneous electron currents:Electrons emitted at the cathode can in some cases move
opposite to the usual current direction, towards the pwsaihg line, and thereby influence
the diode impedance.

e Field breakdown due to high E-field strengths: The phenomena of field breakdown is
linked to the localized release of absorbed gases, and asisutighly sensitive to surface
treatment in cavity structures, to vacuum conditions, andrty plastic components in the
vacuum envelope. Breakdown can also occur on the outputowintlie to surface flashover.

e Beam disruption: Instabilities can destroy the specified geometry of thetelacbeam,
which typically will affect the wave generation. A commorstability creates magnetic fila-
ments which causes the beam to break up into individual betartiiat can interact magneti-
cally. This can occur if a background plasma exists.

The issue of pulse shortening has lead to a shift in reseaoch increasing radiation power to
increasing total radiation energy per pulse. Pulse shiogeis thereby a keyword for the com-
mon challenges faced by HPM research today. Serving as a agnmohthe projecHigh-Power
Microwave (HPM) MURI it was in 2001 formulated 12 important research topics infthere
development of HPM sources, ordered according to their eteimnportance [9]. Here we briefly
present 10 of these topics:

1. Conditioning of HPM devices: It is important to develop improved techniques for achigvin
vacuum and for avoiding contamination through gas emissmmn the tube walls. Relevant
research needs to study in greater detail what effect donitig has on the resulting power.
Conditioning will typically have to depend on parametershsas e. g. repetition rates, tube
type, materials, vacuum quality and field strengths. It alilo be important to develop tech-
niques for cost effective and industrialized techniquesidgye-scale conditioning of HPM
devices.

2. Development of new cathode technologyMilitary HPM devices typically use so-called
EEE (Explosive Electron Emission) cathodes in order to grahe high currents necessary
to achieve the required power levels. Unfortunately, sdaongas/plasma is often gener-
ated in the system when using this type of cathode. As a caoeseq, pulse shortening
becomes more pronounced, making it difficult to achieveashots without severe degra-
dation of the vacuum. It is therefore highly desirable toalep new cathode technologies
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that can deliver sufficient current levels in each shot. Sofrike considered alternatives are
novel thermionic cathodeswhere the heating is done through electron bombardemeng usi
lasers[37]plasma cathodesvhere the electron beam is produced from an ionized volume of
gas [39], anderroelectric cathodeswhere one utilizes materials that go through hysteresis
during polarization [45].

3. Improved breakdown prevention for HPM surfaces and windows New materials must
be developed that can better handle high electric fieldssteem confined geometries, large
currents, and the presence of X-rays. This can then cotgrtbueducing the problem of field
breakdown. The demands on such materials become more savene try to make devices
increasingly more compact. Another, more theoretical jerob is the issue of field break-
down near the source window, both internally and externalhen the generated radiation is
delivered to the outside world. It is also an issue of how tigle compact antennas that are
capable of transmitting power levels in the multi-gigawatige. New numerical methods are
needed in order to study the coupling between the locally sgong electromagnetic field
and a high-density, weakly ionized gas (air).

4. Pulsed power: The design of HPM devices for practical, military use will feverned by
the need for compact, lightweight, and not the least, enwirentally safe sources. It is there-
fore essential to reduce both the weight and size of the stdrsyproviding the initial pulse
current. Additional questions are concerned with topichsas pulse lengths and repetition
rates.

5. Computational modelling: Great progress in HPM research in recent years is due to im-
proved numerical tools such &article-In-Cell (PIC) [14] and parametric codes(see e.g.
in [4, 25]) and increased computer resources available. fmuhallenge facing codes of
either methods is the need for sophisticated boundary tiondi[79, 82]. The problem is
that boundary conditions currently used often are baseé@mitanalytic models that are only
accurate within a limited parameter interval. Another peabis related to the fact that ac-
curate, three-dimensional PIC simulations are compurtalfip very intensive. Small changes
in the underlying algorithms can potentially give substnimprovements in the efficiency,
and thus expand the range of problems that can be studiedricaityeusing PIC. Parametric
codes are today much faster than PIC codes. However codéssdlype have so far suf-
fered from the lack of algorithm that are accurate enougha Asnsequence, PIC has so far
been the dominating method for studying HPM sources anda gagity of codes have been
developed (e.g. [18, 42, 80]). The method is also well-knds@m other areas of plasma
physics [16, 17].

6. Advanced diagnostics: To better study e.g. phenomena linked to pulse shortenimge m
accurate methods for measuring both field strengths andipetian, as well as plasma dis-
tribution (position and velocity) inside a vacuum tube.

7. Recirculation of spent beam energy:Conventional microwave tubes often utilize so-called
“depressed collectors”, electron beam collectors maiethiat a lower potential relative to
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the potential of the beam. This technology makes it possibtecirculate part of the energy
used for accelerating the electrons. As a by-product, thetreins hit the collector plate
with reduced kinetic energy, which in turn leads to reducedting of the collector. This is
particularly important in HPM devices where heating andns@oeous plasma generation is
a problem.

8. Smart, adaptive HPM devices:So far, microwave devices have not been equipped with com-
puters to monitor or adjust relevant parameters, whicheg#ise with many other commercial
products and appliances. If an HPM device could be conttolla a computer, adjustments
to the initial parameters could be done continuously to igetine best possible effect, for
instance during serial shots.

9. Mode conversion: Many HPM devices generate waves in the circularly polariZéd;
waveguide mode. For certain applications, it would be dégrto convert this into the circu-
larly polarized TE; mode or the rectangularly polarized jEnode. The latter option could
for instance make it possible to use standard antenna disigmounting on aircrafts. The
mode converters should of course be highly efficient95%) [81].

10. Use of permanent magnetic focusing:When comparing the efficiency of different HPM
devices, it is common to ignore the energy requirementshimconfining magnetic field that
most such devices require. Many of these magnetic fieldymiod systems can consume
more energy and be larger in size and volume than the actusll $tRirces themselves. An
alternative to current-generated magnetic fields is peemamagnets. This alternative will
often result in smaller HPM devices that do not require aaolaitl energy for generating the
magnetic field. The drawbacks of this alternative are nethtilarge production costs and
large weight.

In addition to the topics listed above, the development ohgletely new HPM concepts is still
an important area of research. Candidates pointed to irs[Bgvices based on parallel coupling
of several radiation sources [56], klystron devices withtiple electron beams [12], alternatively
configured electron beams e.g. sheet beam sources [11hKoersystems operating at frequencies
above 30 GHz [65], klystron systems operating at frequearaiieund 100 GHz [15] and new vircator
configurations [29, 36, 47].

10 Solid-state switches: An alternative to vacuum tubes

So far we have focused our attention on vacuum tube techmédogroducing microwave radiation.
However, there is an alternative, namely solid-state miak@ devices. In this section we will
briefly discuss this alternative, how it is typically op&et and how its performance compares to
vacuum tube technology.
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All microwave generators convert kinetic energy of an etattstream into coherent electromag-
netic radiation. In solid-state devices, the electronastrés sustained by applying a voltage be-
tween the emitter and collector electrodes (bipolar jumctransistorBJT) or the source and the
drain electrodes (field effect transistBET). The electron stream drifts diffusively through a semi-
conducting medium. As a consequence, a considerable arabkimetic energy is converted into
heat through collisions with the atoms in the semi-conduetitice. Long-term exposure to elevated
device temperatures (e.g. ab@@°C) or ionizing radiation causes degradation of the device op
eration. Elevated temperatures is particularly criticabperating performance at high frequencies
because the mobility of the electrons is reduced. To keeppbeating temperature at an acceptable
level, the cooling efficiency must be increased by increpsie size of the thermal baseplate. In
fact, the size of a solid-state device is typically domidabg the required size of its thermal base-
plate and cooling system. An important area of researcheiefbre to try develop wide bandgap
semi-conductors that can operate at higher junction teatynes.

Based on the above discussion, the following advantageaoofum devices over solid-state devices
are listed in [8]:
e Heat production is better separated from the region of wavetion. It is therefore easier

to construct solutions for reusing waste energy.

e High output power can be achieved at a higher operating teaatye and in environments
exposed to ionizing radiation (e.g. upper atmosphere).

e Larger ratios between peak power and average power can levedh
e Higher breakdown limits on the maximufi-field strength inside the device.

e Asaconsequence of both reduced heat generation and iedregsperature limit for efficient
operation, a smaller baseplate or “heatsink” can be used. it in general lead to smaller
devices.

There are however other characteristic properties thabeasaid to favour the solid-state approach
over the vacuum approach. Advantages of the solid-stateateiisted in [8] are:
e A capability for very large bandwidths at frequencies beldB@Hz.

e Basic devices are typically straightforward to manufaetdrhis does not include heat reduc-
tion systems for high power applications.

e Designing microwave power amplifiers by combining many leewer microwave transistors
can be a cost-effective approach to high power generation.

e Typical noise level is lower for solid-state devices (rquBt5 dB) than for vacuum tubes
(roughly 20-40 dB for TWTS).
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Figure 10.1: Frequency and continuous wave power paransgace has been divided into a solid-
state and vacuum tube regime where the corresponding témpnaormally would be considered
to be the most cost-effective approach.

Figure 10.1 illustrates the regimes where each of the twesyg microwave devices are normally
considered to be the superior alternative. For low-powmv-frequency applications, solid-state
devices have justifiably replaced vacuum devices as therddimg) technology. However, for high-
power, high-frequency application, vacuum tubes stillhs¢e have the upper hand when taking
into account peak power, efficiency, and reliability. Onlydombining a relatively large number
of units, can solid-state devices today deliver adequateplevels at frequencies around 1GHz or
higher.

An alternative to choosing either a solid state amplifier saeuum tube amplifier is to combined
the two approaches into what is known aMarowave Power Module (MPM) [75]. Devices
of this kind has been shown to deliver record high continoaserRF power densities due to the
incredibly small device volumes and weight, €260 cm?® and0.5—1.0 kg. The solid-state amplifier
in this setting serves as a front-end amplifier for the vactwipe amplifier. Challenges related to
constructing large arrays of MPMs are issues related tacdeyackaging and costs.

11 Conclusion

The first, reasonably efficient, experiments to produce pigluer microwave radiation were con-
ducted in Russia in 1973 using relativistic BWOs [51]. Matied by visions of future, technolog-
ically advanced, military programs such as the “Star Warsgmm, this new branch of MVED

(Microwave Vacuum Electronic Device technology grew into a considerable R & D activity dur-
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Figure 11.1: Raytheon'¥igilant Eagle system uses high-power microwave pulses to confuse or
damage the electronics of shoulder-fired antiaircraft ntésspursuing aircrafts operating from com-
mercial airfields [35].

ing the 1980s. This new research trend, pushed forward maghysicists not too concerned
with or skilled in the engineering aspect of the problem, hasever not well received by the exist-
ing MVED community, dominated by experienced electricajieaers. The division of the MVED
community into a large “radar” branch and a smaller “HPM"rria still exists to some extent. De-
velopers of HPM systems have just fairly recently startec&dize the great importance of drawing
from the long experience and in-depth know-how of MVED prtthn found within the traditional
MVED community. This is perhaps one of the main reasons tdesmades of research on HPM
weaponry has not yet resulted in a major breakthrough ferkimd of weapons.

The question is whether this means that HPM weapons willmegeome an important part of
military operations of the future. The ongoing researclivigtin this area indicates that many
people working with weapons R & D still see a major potentiadHiPM. Industry has started to take
an interest in the development of HPM weapons offering wegpanging from suitcase-sized anti-
terror systems [84] to large-scale airport protectionesyst (see figure 11.1) [35]. HPM weapons
on UAV-platforms is another area of strategic importancerhcommercial companies are now
involved [10]. So what general factors point in the directiaf a range of tactically deployable
HPM weapons becoming a reality within the next 10-15 yearse2will try briefly to answer this
guestion here, leaving a more in-depth discussion of thigamjilpotential of HPM technology to a
separate report. We will also try to point to what we constddye the most promising vacuum tube
technologies.
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11.1 Current state in HPM research

In order to achieve goals in science and technology thatinegjmore than a couple of years de-
velopment, the degree of success will depend on severarfadilost notably, one needs to have
the necessary skills and background to tackle the tasksymust be sufficiently motivated, and
one needs to have adequate tools and resources to do it. Weebtat all of these three vital
components currently exist in the HPM research today.

1. Background: Three decades of basic research on HPM sources has givenl fogmalation
for moving into the engineering phase of the developmeititagtalso become more common
to look at how developments in HPM weapons can benefit froneldpments in radar sys-
tems and vice versa. This applies in particular to the dgvetnt ofactive electronically
scanned array (ASEA)radars and to what extent they can be expanded to includeonsap
effects [34]. At the same time, technological advances teen made in areas that HPM
weapons systems might depend heavily on. This includesdhelabment of high energy
density capacitors, compact solid-state switches, cohpadsed power modulators, and all-
electric platforms.

2. Motivation: The last couple of decades have seen a dramatic increasedeendence on
sensitive electronic equipment. This trend will only cont in the years to come as wireless
communcations systems move into the battlefield. The pategain from exposing military
or civilian equipment to high power microwave radiation lwilost problably be high for
all foreseeable future. It is therefore reasonble to assinaiethe research effort on HPM
weapons will continue on a substantial level in the yearotoe:

3. Computing tools: Recently, computers have become available that are povesréugh to
handle accurate, three-dimensional simulations of HPMcedev This has meant a new era
for microwave tube design through so-caldual prototyping [68]. Fast computers will
also be important in developing multi-tube systems foreased power and “smart tubes”
that can optimize the effect on the intended target [1].

Based on these factors, we believe it is likely that a rangdRIfl weapons will become a reality
within the next 10-15 years.

11.2 Near-future scenarios

Technologies to be used in a military setting will typicatlg judged not only by the performance
in terms of peak RF power produced, pulse length and radiftamuency. Equally important is the
size, weight, flexibility, and reliability of the systemsigbre 11.2 shows how the field strength will
vary as a function of distance from 3 hypothetical sourcetamgiradiation at the 2GHz frequency.
The calculations are based on a simplified far field model wébligible attenuation due to air
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propagation [71]. Likewise, it is assumed that the neadfislbelow the ciritical level for air
breakdown. In the graph, three different field levels aréciaed, level A (100-1000 V/m), level

B (1-20 kV/m), and level C (>20 kV/m). These levels are meannticate different regimes for
effects on unshielded targets. A level A field strength wiiitally be sufficient to disturb and in
some case damage through front-door coupling, that is \aeget antenna, provided the frequency
is well-mathced to the intended target [6, 38, 71]. Backrdlisturbances is also possible as one gets
closer to the 1kV/m limit. In addition to the effects repatrien level A, level B field strengths have
been reported to effectively stop vehicles [7], shut dowavan in some cases permanently damage
computers and computer network components [5]. Field gthsnof level C would typically lead

to permanent damage on unshielded equipment through tostts &ind back-door coupling.

The smallest source shown in figure 11.2 (solid line) is a 1GyMlin compact source. The antenna
is assumed to be circular with a radius of 0.5m, resultinguiestimated gain of 26 dB. This system
could probably be mounted on smaller patrol vehicles orllesl in a casing as a mobile unit. We
see from the graph that level C effects will only be obtainedtha limited range of 150-200m.
However, levels B effects should be observable at distaasémge as 3500m. Such a source could
therefore be effective in a wide range of small-scale apptias. The mid-size source shown in
figure 11.2 (dotted line) is a 4GW source with a 1m radius ariB3@ain antenna. This system
could be mounted on larger vehicles, such as trucks. Mediaed ships and airplanes could also
be possible carriers. From the graph we see that level C fieddgths can be expected upto 600-
700m and level B field strengths upto 13-14km. The largestcgoshown in figure 11.2 is meant
to be 16GW multi-source system with a 2m radius and 38 dB gaienma for larger ships and
airplanes. In this case we see that level C field strengthgxerienced more than 2.5km away
from the source. Even at 10km, the field strength will be mbaattkV/m. Even if we were to take
into account moderate attenuation due to atmospheric vapeuexpect the field strength at 30km
to be more than 1kV/m. This would represent a powerful de@&nergy weapon (DEW).

11.3 Most promising HPM source technology

In connection with the 3 different DEW scenarios just ddsedli it is appropriate to ask which
HPM source technologies will most likely be used to prodineeRF radiation. Devices that require
an externally applied magnetic field will typically be largend either require a more powerful
energy source (electrically generated magnetic fields)awe la larger weight and production cost
(magnetic fields from permanently magnetic materials). I@ffiew devices that do not require
an externally applied magnetic field is the vircator, théroel, and the MILO. These systems can
all be foreseen as part of mobile units. However, it is diffito assess exactly what these three
devices currently can deliver in terms of RF power and eneriggn put into an optimal weapons
design. The last scientific papers on the reltron were puidtisabout a decade ago [61]. The near-
future estimates then was that the reltron should be ablelteed RF energy levels of 1-4 kJ per
pulse (e.g. 1-2GW power for 148) with a repetition rate of upto 100Hz. Even though the more
optimistic prognosis might not have materialized, it i®likthat the reltron tube today can deliver
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1kJ per pulse with a repetition rate of 10-20Hz. Currentlgrenmodest versions of the device are
commercially available from the Titan Corporation [69].

The research on the MILO was initiated in the USA. Again, theestricted publication of research
results was terminated around a decade ago [43]. At that tissees regarding anode plasma
formation causing pulse shortening was studied. Some pdpmn the US MILO research were
published in 2000/2001 indicating possible solutions &sthproblems, but the information in these
later papers have clearly been made less specific [44]. Bastek information given in the last few
US MILO papers, itis reasonable to assume that US MILO deviese produced RF energy levels
well over 1kJ per pulse (e. g. 2-3GW for 0.xs). What they have achieved in terms repetition rates
is more uncertain. In addition, both the Chinese and the dwdnave had solid MILO programs
running over the last decade. This has for instance resinliegbrovements on the MILO efficiency
by introducing movable parts [31]. The Chinese MILO is alsparted to be higly compact with
diameter of 26cm and a tube length of 70cm. So far, the expatenreported from these two
countries have not included powerful enough pulsed powstesys to really study the behaviour
of long pulses [31, 48]. However, a numerical study of thenébe model estimates power levels
around 4GW and an efficiency of around 12%.

The technology of the vircator has needed more time to métarewhat is the case with the reltron
and the MILO. This has to do with the low efficiency of the onigli vircator designs. In recent years,
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the reflex triode has shown promising efficiency levels [47], &round 10%. Once again, it seems
like the Chinese are dominating the list of publicationsénant years. There is even evidence of
some collaborations going on between the USA and China ovirtegor research. So far, the reflex
triode has been reported to produce roughly 200ns pulsésawitind 500MW of power. Assuming
the efficiency is not significantly reduced when increashmg fiulsed power, results comparable to
that of the reltron and the MILO should already be possible.

Gradually, information on the research on HPM sources ist@uy harder to obtain. However, the
papers that have been published in recent years indicatprifgress is being made. The reason for
the reduced amount of information is therefore most likelyralication that HPM source develop-
ment is leaving the purely academic arena and entering thi@egring and commercial arena. It
will still take some years before HPM based weapons will fisdhatural place in military settings.
Weapons of this kind depend on a variety of technologiespniytthe HPM source itself. Research
in the years to come will therefore focus on the supportirdtelogies rather than on the HPM
sources themselves.
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A Small-amplitude wave analysis

A common technique in linear wave analysis is to linearizegbverning equations by neglecting
all terms of higher than first order. To achieve this, allvate quantities should be expressed as an
equilibrium solution with a small-amplitude, wave corientadded to that. To be able to illustrate
the procedure on a simplified problem, we will make the follmpassumptions: (1) Fluid velocities
are well below the speed of light. Therefore, no relaticistrrections or self-consistent magnetic
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fields need to be taken into account. (2) All equilibrium siolus are uniform. (3) All relevant
waves propagate in the—direction. (4) The particles are restricted to move paratiehe wave
propagation, that is in the—direction. (5) Wave amplitudes are only allowed to vary asrecfion
of |, position perpendicular to the wave propagation. Inifal will only make the first two
assumptions. Later, when all 5 assupmtions are made, thelmdtbe identical to that used in the
analysis of space-charge waves in section 3.2.

We will find a linear solution to a system described by equetia.7, 2.9, and 2.10. All physical
variables are expressed on the form

F(r) = fo+ of(r)ekT—en, (A1)

We will refer to K = w/c as the free space wavenumber. Starting with equation 2.asswining
the functional form given in equation A.1, we get

V26E — (k* — K*)0E = ¢ (ik + V)dp — iwpodJ. (A.2)
Next, we look at the continuity equation, equation 2.9, whitlinearized form can be written as
—iwdp + (ik + V) - 0J = 0. (A.3)
Finally, the momentum equation, equation 2.10, will in thherent context look like
[—iw + vo - (ik + V)]ov = —%515. (A.4)

In addition, we need the linearized relation between thelitmles in current, charge density, and
velocity,
0J = dpvgy + podv, (A.5)

to be able to find a dispersion relation.

At this point, we will invoke the last 3 assumptions listecbad before trying to find a dispersion
relation based on the—component of equation A.2. From equation A.4 we get
1ed

TP (A.6)

ov, = —

By combining equations A.5 and A.6 with equation A.3, we ¢t tollowing expressions for the
charge density and current, respectively:

ikeqw?
bp= P gy = O s (A7)
w — vk (w — v k)
and _ )
w TWEQW.
6], = —0p=—"-L0E, A.8
Wherewg = e?ng/(eom) = —epo/(com) is the electron plasma frequency squared. Inserting

equations A.7 and A.8 into the—component of equation A.2, results in the following:

w2

V246E, — (k* — K?) [1 -

0F, = 0. A.9
(w— UOZk)2 (A.9)
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Figure B.1: Bessel functions of the firsf,(z)) and second kindY(,(z)) plotted with solid and
dotted lines, respectively. The black, blue, and red limegespond to, in the same order= 0, 1, 2.

B Bessel functions

The Bessel functions are general solutions toBkssel’s differential equationthat can be written

as
20f
of
for an arbitrary real or complex. This differential equation, or a variant of it, occurs matly
when solving problems of wave propagation in cylindricapherical symmetry. Since equation
B.1is of second order, there exist two linearly independehitions, known as the firsf{(z)) and
second Y, (z)) kind Bessel functions of order. The former function can be written as

—-0x +xg+(x —)f=0 (B.1)

& ()™ ey
Tul(x) = mzzo m!l'(m+v+1) (5) ’ (B-2)
where
_ > —tyr— - (_1)71
1“(55)_/1 et 1dt+nzzoi’“(m+“) (B.3)

is the standard'-function. The second kind Bessel function relates to tlstkind by the expression

Jy(x) cos(vm) — J_,(x)

sin(vm)

Y, (z) = (B.4)

)

which in case of being an integer must be evaluated by taking the limit. Ia tlaise, we can utilize
the following two properties
Z,V(.T) = (_1)1/211(:6)’ (BS)
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and
dz,(z)

dx
whereZ, (x) here represent eithef, (z) or Y, (x). The property in equation B.6 also implies that

= +Z,1(2) ¥ = Z, (@), (B.6)

dZQ (1‘)

I =—Zi(x) (B.7)
and dY,( dJ,(
1@ Dy )Py ) gy (@)~ d@)Yaa (), (6.8)

From [2] we have that the expression in equation B.8 egRélsx). Both Bessel functions are
plotted in figure B.1 using solid/, (x)) and dottedY,, (z)) lines, respectively, for equals O (black),
1 (blue), 2 (red).

If the argument is assumed to be purely imaginary, writtetwasherez is real, we get what is
known as thenodified Bessel equation

2
56288—]{8302 + x% — (@2 + A f=0. (B.9)

The two, linearly independent solutions to equation B.%ka@vn as the modified Bessel functions
of the first (,(z)) and secondK, (x)). These functions can be expressed as

I,(x) =1"J,(iz) (B.10)

and
K, () =n—]——F—F—F—, (B.11)

and are plotted in figure B.2.

In the case of spherical, rather than cylindrical, wave pgapion, a differential equation similar to

0? 0
an—]‘faxQ + 2xa—£ + 22 —vv+1)f=0 (B.12)

might occur. This is known as thepherical Bessel equation The solutions are correspondingly
named the spherical Bessel functions of the fijst«£)) and secondy, (x)) kind. These functions
depend on the original Bessel functions through the redatio

™

]V(.I) = %‘]y—l—l/Q('r) (813)
and
yu(z) = \/gYVH/Q(x) (B.14)

and are plotted in figure B.3.
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Figure B.2: Modified Bessel functions of the firgt ((x)) and second kindK, (z)) plotted with
solid and dotted lines, respectively. The black, blue, atlines correspond to, in the same order,
v=0,1,2.
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Figure B.3: Spherical Bessel functions of the firgt(¢)) and second kinduy, (x)) plotted with
solid and dotted lines, respectively. The black, blue, autlines correspond to, in the same order,
v=0,1,2.
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