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Sammendrag

Mange land har i fleire tiår gjennomført forsking påhøgeffektive mikrobølgjekjelder (HPM), både

til sivile og militære føremål. Det store gjennombrotet forHPM våpen har derimot lete venta på seg,

til trass for at viktige framsteg har blitt gjort. Samstundes vert vi stadig meir avhengig av datastyrte

kontrollsystem og trådlause kommunikasjonskanalar, nokosom gjer den potensielle gevinsten ved å

bruke HPM stadig større. Ein kan difor ikkje seie at forskingsaktiviteten på dette området har sunke

dei seinare åra. For betre å kunne vurdere den potensielle faren representert ved HPM våpen og den

generelle statusen innan relevant forsking, presenterer vi her ein introduksjon til fysikken bak dei

mest vanlege mikrobølgjekjeldene idag. Vi prøver i tilleggå peike på det vi ser på som dei mest

lovande teknologiane, sett frå ein militær synsvinkel.
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English summary

Many countries have for decades conducted research onHigh Power Microwave (HPM) sources,

both for civilian and military purposes. Progress has been made over the years, yet a breakthrough

for HPM weaponry is yet to be seen. Still, with an ever increasing dependence on computerized

control and wireless communcation systems, the potential gain from applying potent HPM weapons

is greater than ever before. There is therefore no observable decline in the research activity in this

area. To be able to assess the potential threat from this typeof weapons and the current state of

related research, we present in this report an introductionto the physical processes utilized in the

most common high power microwave sources of today. We also try to point to what we consider,

from a military point of view, to be the more promising technologies.
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1 Introduction

Many countries are currently running research projects onHigh Power Microwave sources, both

for civilian and military purposes. This applies to countries such as the USA, China, Russia, the

Ukraine, Great Britain, Australia, France, Germany, Sweden, South Korea, Taiwan, and Israel [49],

to name a few. In 2000, the US Department of Defense (DoD) ended the projectHigh-Power

Microwave (HPM) MURI which had involved 9 universities, 3 private companies, and3 DoD

research institutions in a joint effort for 5 years. In its conclusions, theAir Force Scientific Board

in 1999 wrote [9]:“Promising present-day research in high-power microwave technology allows us

to envision a whole new range of compact weapons that will be highly effective in the sophisticated,

electronic battlefield environment of the future”. In a follow-up MURI project that ended in 2005,

one focused on technologies critical to producing compact pulsed power generators for driving HPM

sources [73]. At the same time, and still ongoing, programs have been run by the 4 separate branches

of the armed forces.

Perhaps the only country to match the US research effort on HPM at the moment is China. A large

number of scientific papers related to the topic in question has been produced in China over the

last 5-10 years. This documents HPM related research in at least 9 universities, most notably the

National University on Defense Technologies in Changsha. The focus of the Chinese research has

been efficiency enhancment of the MILO and the vircator. In Sweden,FOI received a vircator

from Texas Tech University in 2003 [30]. After some initial problems with the power generator, the

demonstrator got its operational start-up in 2004. The firstnumerical simulations of the device were

documented in 2005 [66]. Results from these simulations fitted qualitatively well with experimental

data, although more work on the underlying models was clearly required in order to obtain a better

quantitative understanding of the vircator.

FFI has so far focused its activity in this field on evaluatingmilitary and civilian equipment, as well

as infrastructure on the battle field, with regards to both the well established threat fromNuclear

Electromagnet Pulses (NEMP)as well as possible threats from newly developed electromagnetic

weapons [5]. Testing current and planned equipment on available radiation sources is indeed im-

portant. However, it is equally important for the armed forces to be able to assess the current status

of research on electromagnetic weapons, and to be able to predict what can be expected from this

research both in the near- and mid-term future. This kind of insight is essential in providing up-

dated and relevant threat scenarios. It is of particular importance that the information provided to

the armed forces manages to stay ahead of the weapons development. This is because security

measures preferably should be taken into account when planning buildings and other long-lived in-

stallations [33, 52]. In-depth knowledge of the development in electromagnetic weapons research

also offers the armed forces a good basis from which to evaluate whether HPM weapons at some

point should be included in ones own strategy forLess-lethal Weapons.

As an element in boosting the local expertise on HPM weaponry, we will in this report present an
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Figure 2.1: General sketch of an HPM weapon.

introduction to the physical processes utilized in the mostcommon high power microwave sources

of today. We will also try to assess the current status of the research in this field. Viewing the

available technologies more specifically in the light of military needs will be left for a later report.

In §2 we sketch features common to many HPM sources and give a brief overview of the various

technologies available today for microwave generation. Wealso take a first look at the equations

that we will use later on when trying to understand the physics behind the HPM sources. In §3-

8 we take a closer look at the most important classes of HPM source based on the vacuum tube

technology, one at the time. In §9 we look at remaining technological challenges and how one

foresee these challenges might be overcome. In §10 we discuss briefly to what extent solid-state

devices might represent an attractive alternative to vacuum tube devices. Finally, we present a short

discussion in §11 on the current state of the HPM research. More specifically, we try to point out

what technologies seem to be the more interesting from a military point of view. Appendices A

and B provide background information regarding linear waveanalysis in plasma physics and Bessel

functions, respectively.

2 An HPM weapons overview

A general sketch of an HPM weapon is shown in Figure 2.1. Essential components are: Power

supply, pulse generator, microwave source, and antenna.

Power supply/pulsed current generator: HPM sources in general need driver systems that can

supply short, intense electrical pulses of 1MV or more for upto 1µs duration. This can be achieved

e.g. through so-called pulse compression or by using capacitor banks that can transform a low-

voltage, slowly rising signal into a high-voltage, fast rising signal. One must be careful that the

driver system delivers a well-matched signal with regards to voltage and impedance. While conven-

tional microwave sources, such as e.g. radars, typically operate on relatively low voltage and high

impedance, the HPM sources will require substantially higher voltage levels and with quite different

impedance levels. This has been illustrated in Figure 2.2. Amismatch between the impedance of

the driver signal and the HPM source will result in poor energy transfer to the HPM source. This

is particularly true if the impedance of the source is lower than the impedance of the driver. The

choice of power supply and driver section will therefore largely be by the type of source to be used.
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Figure 2.2: Various classes of HPM sources compared with conventional microwave sources with

regards to optimal impedance and voltage (derived from [13]).

A common configuration consists of a Marx bank, where a row of capacitors are charged in par-

allel and then later quickly switched into a series circuit,allowing the voltage to be multiplied by

the number of capacitive stages in the Marx. This can serve asan initial current generator for a

flux compression generator (FCG). In an FCG a magnetic coil iscompressed either by explosive or

magnetic forces so that the current level rapidly increases. Another common option is to replace the

FCG by a Pulseforming Line (PFL). A third option, used e.g. inthe Swedish vircator [30], is to let

the electrical pulse for the HPM source be generated directly from a large Marx generator (20-steps

Marx generator in the case of the Swedish vircator) charged through a charging aggregate.

Antenna: The antenna should act as the interface between the HPM source and the rest of the world.

An HPM source represents a challenge to conventional antenna technology due to the high levels

of power and the short pulse lengths. Important properties of an antenna are how well signals can

be restricted to propagate in a specific direction and how effective the coupling between the antenna

and the surrounding air is. The shape of the antenna can influence to what extend the phenomena

known asair breakdown is an issue or not while operating at high power levels. This phenomena

occurs if the localE-field is sufficiently strong. More specifically, theE-field needs to transfer

enough energy to the electrons so that the atoms in the air becomes ionized after collisions with the

high-energy electrons. At the atmospheric pressure level,this occurs at a critical field strength of

roughly 24 kV/cm. For pulses with a duration of more than 100ns, ionospheric “plasma mirrors”

can be formed at high altitudes which reflect relatively low-frequency microwaves (1GHz). The

most common type of antennas for HPM sources arerectangular horn antenna. Lately, antenna

arrays have presented themselves as promising alternatives.
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HPM sources: The basic process behind all vauum tube sources is conversion of kinetic energy

in an electron beam into electromagnetic radiation. This conversion is made possible through reso-

nant interactions between the eigenmodes of cavities and/or waveguides and the natural oscillation

modes in an electron plasma. Sources are organized in several ways, depending on what properties

are focused on: By dividing sources intofast- and slow-wavedevices, one separate those cases

where the eigenmodes of the waveguide have phase velocitiesthat are either larger or smaller, re-

spectively, than the sound speed. In the former case, the radiation is generated by having electrons

pass either from one medium to another, where the two media have different refraction index, or

through perturbations in the medium such as a grid or a perforated plate. In the case of a slow-wave

device, so-calledCerenkov radiation is produced when the electrons move faster than the phase

velocity of the electromagnetic waves. As an alternative strategy for organizing radiation sources,

one separates sources into the 3 categoriesO- andM-type andspace charge type. In the first case,

electrons move parallel to a strong magnetic field. In the second case, one utilizes the fact that

charged particles will experience a drift normal toE andB when these two fields are not parallel.

The last case is based on the formation of so-calledvirtual cathodes when the current exceeds the

space-charge limit. An external magnetic field is not strictly necessary in this case.

2.1 Basic equations

The different types of HPM sources listed above all base the generation of radiation in one way or

another on the interaction between a relativistic electronbeam and an electromagnetic wave field.

The dynamics of the wave field is described by Maxwell’s equations:

∇ × E = −∂B

∂t
(Faraday’s law) (2.1)

1

µ0
∇ × B = J + ǫ0

∂E

∂t
(Ampére-Maxwell’s law) (2.2)

∇ · E =
ρ

ǫ0
(Poisson’s law) (2.3)

∇ · B = 0 (Gauss’s law), (2.4)

whereE andB are electric og magnetic field strengths,J = ρv is the current vector,ρ is the

charge density, andǫ0 andµ0 are the permittivity and permeability in vacuum. Often whenreferring

to the magnitude of the current vector,I is used instead ofJ . It is also sometimes favourable to use

formulations based on the electric scalar potential,φ, and the magnetic vector potential,A, instead

of E- andB-fields directly. The expressions coupling fields and potentials are

B = ∇ × A (2.5)

and

E = −∇φ − ∂A

∂t
. (2.6)

The vector potential, and thus also the magnetic field, is negligible in the electrostatic limit. By

combining equations 2.1-2.4 we can obtain the wave equations for theE- andB-fields:

∇
2E − 1

c2

∂2E

∂t2
=

∇ρ

ǫ0
+ µ0

∂J

∂t
(2.7)
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and

∇
2B − 1

c2

∂2B

∂t2
= −µ0∇ × J , (2.8)

wherec−2 = ǫ0µ0. In vacuum, the right hand sides in equations 2.7 and 2.8 equal 0. Important spe-

cial cases in cylindrical and rectangular symmetry are the transverse magnetic modes (TM-modes)

and the transverse electric modes (TE-modes). In the formercase the axial magnetic field is zero,

while in the latter case the axial electric field is zero.

In addition, we need equations to describe the electron dynamics. First, we need the continuity

equation. Assuming we can neglect sinks or sources of particles, the continuity equation can be

formulated as
∂ρ

∂t
+ ∇ · J = 0. (2.9)

If we also assume the electrons to only be under influence of electromagnetic forces, the momentum

equation becomes
∂p

∂t
+ (v · ∇)p = −e(E + v × B), (2.10)

wherep = γmev and

γ(v) = 1/
√

1 − v2/c2 = 1/
√

1 − β2. (2.11)

is the relativistic mass factor. The massme will always refer to the rest mass of the electrons. If the

motion of the electrons is one-dimensional (in the chosen representation), equation 2.10 can easily

be rewritten so thatp does not explicitly enter in the expression. To achieve this, we use the relation

∂p

∂x
=

∂p

∂v

∂v

∂x
= m

(

γ3 v

c2
v + γ

) ∂v

∂x
= mγ3 ∂v

∂x
. (2.12)

Applied to the momentum equation 2.10 in the direction parallel to v, this produces the following

equation
(

∂v

∂t

)

‖

+ (v · ∇)v = − e

meγ3
E‖. (2.13)

Note that the magnetic force is absent altogether from equation 2.13 since this force always is

normal tov.

2.2 Fundamental electron plasma behaviour

To fully understand the results on wave excitation presented in this report, it is vital that the reader

has some understanding of fundamental characteristics of the interaction between electrons and an

electromagnetic field. In the present context we will restrict the discussion to deriving two important

plasma parameters, namely the plasma (ωp) and cyclotron (ωc) frequencies.

In the case of the former parameter, we look at a purely electrostatic problem where the system can

be described by equations 2.3, 2.9, and 2.10. We apply the technique ofsmall-amplitude analysis

described in appendix A to this system, with the additional assumption that the equilibrium solu-

tion is uniform with no flow present. (This requires the presence of another uniformly distributed,
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positively charged, and static plasma population that secures charge neutrality in the equilibrium

solution.) First we take the divergence of the momentum equation, equation 2.10, and use the Pois-

son’s law, equation 2.3, to eliminate the dependence onE. The resulting expression for∇ · v can

be combined with the continuity equation, assuming we have taken the time-derivative of the latter

equation first. We then end up with the following second-order differential equation for the electron

density:
∂2δρ

∂t2
− ω2

pδρ = 0, (2.14)

where

ωp = − eρ0

ǫ0m
=

e2n0

ǫ0m
(2.15)

is the nonrelativistic plasma frequency.

The second plasma parameter to be derived in this section, the cyclotron frequency, is related to the

motion of isolated electrons in a uniform magnetic field,B. Since the magnetic force,−ev × B,

always is normal to the velocityv, an electron will undergo a circular motion with constant angular

velocity. In general, the relation between the angular velocity, denoted here byωc, and the centriple

force, in this case identical to the magnetic force, is

mω2
cr = evB⊥ = eωcrB⊥. (2.16)

The nonrelativistic cyclotron frequency is therefore given as

ωc =
eB⊥

m
. (2.17)

3 Klystrons

This is a fast-wave device of type O. Sources of this categoryare known to produce high output

power, have relatively broad bandwidths, be highly efficient compared to other HPM sources (ef-

ficiency of around40 − 60% common), and be highly stable with regards to phase and amplitude.

However, the pulse lengths are typically short, typically around 100ns. The interaction between the

electrons and the waves occurs at specific locations along the path of the electron beam where the

resonant cavities are placed. The microwave signal is elsewhere transported by the electron beam

through perturbations in the space charge density (so-called clumping).

3.1 Non-relativistic velocity modulation

To provide insight into the fundamental principles of klystrons, we will present a simplified, non-

relativistic model of a klystron-like, two-cavity source [8, 83]. Let us assume the electron beam is

12 FFI-rapport 2008/00014



Figure 3.1: Periodic modulation of the electron velocity (bottom graph) is over time shown in the

Applegate diagram to result in a corresponding, phase shifted, density modulation (top graph). This

is a simple consequence of the continuity equation 2.9 for a compressible fluid.

initially accelerated by the electric potentialV0. The velocity of the electrons before entering the

first cavity is found by applying the principle of energy conservation as

v0 =

√

2eV0

m
. (3.1)

The electric current corresponding to the electron beam isI0 = en0v0, wheree is the charge of an

electron andn0 is the density of the incoming beam. Clumping of the electronbeam is achieved by

applying an oscillating potential across a pair of grids connected to the first cavity. Let the electric

potential be given asV1 = αV0 sin(ωt), whereα < 1. If the variation of the potential is sufficiently

slow, the individual electrons will experience a more or less constant potential as they pass through

the region between the grids. Some electrons will experience an accelerating field, while others will

experience a retarding field. Beyond the second grid, the velocity of the electron beam,v1, will vary

in time as

v1(t) = v0

√

1 + α sin(ωt) ≈ v0

[

1 +
α

2
sin(ωt)

]

, (3.2)

wheret refers to the time for passing through the first cavity. The electric current after the first

cavity is correspondinglyI1 = I0

√

1 + α sin(ωt) ≈ I0. If we neglect the internal forces in the

plasma, the velocity of a given electron will stay constant after passing through the first cavity. As

illustrated by the so-calledApplegate-diagram (figure 3.1), a periodic modulation of the electron

density is produced as a consequence of the perturbation in velocity.

The time interval spent by a given electron in covering the distances between the two cavities is

given as

T (t) =
s

v1(t)
≈ sv0

[

1 − α

2
sin(ωt)

]

. (3.3)
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Due to this time-varying delay, the electric current near the second cavity,I2, will exhibit a stronger

variability thanI1. We findI2 by recalling the definition of electric current:

I2(t) =
dq

dt
′
, (3.4)

whereq is the charge andt
′

= t + T (t) is the time for passing through the second cavity. Dif-

ferentiation producesdt
′

= dt + dT (t) = dt(1 + dT (t)/dt). From charge conservation we have

I0dt = I2(t)(dt + dT (t)), and by differentiatingT (t) we can obtain an expression forI2:

I2(t) = I0

(

1 +
dT

dt

)−1

(3.5)

m (3.6)

I2(t) =
I0

1 − X cos(ωt)
(3.7)

where we have defined

X =
α

2
θ0 ≡ sωα

2v0
, (3.8)

known as the “bunching parameter”. Using Fourier expansionand the notationsφ ≡ ωt andφ
′ ≡

ωt
′

we can rewriteI2(t) as

I2(t) = I0 +

∞
∑

n=1

[an cos(φ
′ − θ0) + bn sin(φ

′ − θ0)] (3.9)

where the coefficients are

an =
1

π

∫ θ0+π

θ0−π
I2(t) cos[n(φ

′ − θ0)]dφ
′

=
I0

π

∫ π

π
cos[n(φ − X sin φ)]dφ = 2I0Jn(nX) (3.10)

and

bn =
1

π

∫ θ0+π

θ0−π
I2(t) sin[n(φ

′ − θ0)]dφ
′

=
I0

π

∫ π

π
sin[n(φ − X sin φ)]dφ = 0. (3.11)

The functionJn(x) is the Bessel function of ordern (see appendix B). In figure 3.2, the current at

the second cavity,I2(t), is plotted for three different values of X. WhenX > 1, φ
′

is a multivalued

function ofφ leading to electron overtaking.

If an electric potential is applied to the second cavity similarly to that of the first cavity with a

maximum amplitude ofV0, it is possible to transfer energyfrom the electronsto the wave field. To

achieve a net increase in the electromagnetic field strength, the field in the cavity must decelerate

the electrons when the current density is at its strongest, and similarly, accelerate the electrons when

the current density is at its weakest. We will estimate the output power from this configuration when

only the fundamental harmonic (n = 1) is considered. In this caseI2(t) = I0[1 + 2J1(X) cos(φ −
θ0)], where the maximum value ofJ1(X) is roughly0.58 occuring atX = 1.8. The time-averaged

power output will then be

Pout =
1.16I0√

2

V0√
2

= 0.58Pin. (3.12)

In other words, this configuration represents a maximum of 58% efficiency in power conversion.
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Figure 3.2: Current at the second cavity,I2, plotted as a function of time for three different values

of the “bunching parameter”,X.
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3.2 Space-charge wave theory

In the previous section we looked at electron bunching through velocity modulation. Throughout

that discussion we neglected effects due to self-interaction, how the electron dynamics is influenced

by the electric field produced by the electrons themselves. In this section we will investigate how

small-signal space-charge waves modify the output current. This is normally done in a linear wave

analysis where one assumes that the waves are small corrections to an otherwise equilibrium state.

In this particular problem we also apply the following assumptions: (1) Fluid velocities are suffi-

ciently small so that relativistic and self-consistent magnetic field effects can be neglected. (2) All

equilibrium solutions are uniform. (3) Wave propagation and particle dynamics is restricted to the

z-direction. (4) Wave amplitudes are only allowed to vary perpendicular to thez-axis.

The technique of linear wave analysis, with the exact same assumptions listed above, is demon-

strated in appendix A. Therefore, we only reproduce the results for the parallel component of the

electric field,δEz , as stated by expression A.9:

∇
2
⊥δEz − T 2δEz = 0, (3.13)

where

T =

{

(k2 − K2)

[

1 −
ω2

p

(ω − v0zk)2

]}1/2

, (3.14)

∇⊥ is the perpendicular component of the gradient vector,ω is the angular frequency of the wave,

k is the wavenumber,K = ω/c is the free space wavenumber, andωp =
√

e2n0/(ǫ0m) is the

electron plasma frequency. If no transverse variation is allowed, that is∇2
⊥δEz = 0, thenT = 0.

The 4 solutions to this equality comprise a pair of plane freespace waves,

k1,2 = ±K, (3.15)

and a pair of plasma waves with propagation speeds either above or below the beam velocity,

k3,4 =
ω ± ωp

v0z
. (3.16)

For a given solution,kn, all variables in this analysis are expressed on the form given in equation

A.1. The total solution is a linear combination of all the solutions. For the velocity perturbation, we

can write it as
δvz

v0z
=

n=4
∑

n=1

Λneiknz, (3.17)

where we eliminated the temporal termexp(−iωt). By combining equations 3.17, A.7, and A.8,

the following expression is obtained for the total current perturbation

δJz

J0z
=

n=4
∑

n=1

ω

ω − knv0z
Λneiknz. (3.18)
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At z = 0, right after the “buncher” cavity, the relative amplitude of the velocity perturbation is given

roughly by equation 3.2 asα/2, whereas the current perturbation at this point in space is negligible.

From this we can conclude that
n=4
∑

n=1

Λn =
α

2
(3.19)

and
n=4
∑

n=1

ω

ω − knv0z
Λn = 0 (3.20)

which implies that

Λ1 = Λ2 = 0 (3.21)

and

Λ3 = Λ4 =
α

4
. (3.22)

Inserting this into expression 3.18 forδJz yields

δJz

J0z
=

α

4

ω

ωp

[

−eiωpz/v0z + e−iωpz/v0z

]

eiωz/v0z = −i
α

2

ω

ωp
sin(ωpz/v0z)e

iωz/v0z . (3.23)

If one were to solve the more realistic problem of a finite sized beam with radiusrb in a cylindrical

waveguide with radiusrw ≥ rb, a very similar result would be obtained. The resulting expression

for the current perturbation would be identical to equation3.23, with the exception that the ratio

ω/ωp would be replaced byω/ωq, whereωq/ωp is dependent onωrb/v0z andrw/rb [8]. In section

3.4 we will consider the related problem of finding the dispersion relation for an annular, relativistic

beam in a cylindrical waveguide.

3.3 Relativistic Klystron

Type 1 (SLAC) Relativistic Klystron Amplifier (RKA) [3] is based on a purely relativistic extrap-

olation of the conventional klystron technology. The cross-section of the electron beam is a solid

circle, and a relatively high number of resonance cavities are used. The electrons are strongly rel-

ativistic with energies well above 1MeV. The current density, on the other hand, is quite moderate

(less than 1kA), which implies an impedance of over1000Ω. The power of the resulting radiation

has been reported to be roughly 300MW in the X-band.

Type 2 (NRL) RKA [55] distinguishes itself from type 1 by utilizing an annular electron beam

with dominant space charge effects and normally only 3 cavities. This makes it possible to produce

anomalous, harmonic-rich currents with large-scale clumping. Unfortunately, this clumping also

leads to reduced efficiency in converting electron beam modulations into microwave radiation. Still,

effects up to 10GW in the L-band have been reported.

Relativistic Klystron Oscillator (RKO): Part of the electron beam can be reflected back from the

second to the first cavity [78]. This occurs if the voltage across cavity 2 is large enough so that

a virtual cathode is formed there, or if the two cavities are positioned close enough so that a pure
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Figure 3.3: Constant power, efficiency and total voltage level in a Reltron as a function of the

injection and acceleration voltage [60].

electromagnetic coupling between the two exists. In this case, the reflected electron beam can con-

tribute to further excitation. This is only achieved if the return current is in-phase with the original

excitation in cavity 1.

Reltron: This is a relative new addition to the klystron family originally developed with reliable

and cost-efficient susceptibility tests in mind [59]. Today, this concept represents one the best alter-

natives for narrow-band radiation sources when it comes to power per volume and power per mass.

Specific energies per pulse of about 2.6 J/kg [9] and efficiency numbers upto 50% were reported

already around 1998 [61]. The experimental models have reported peak power levels of around

600MW, while the commercial models promise about half of that. The length and diameter of an

L-band reltron is reported to be 75cm and 40cm, respectively, while the weight is less than 100kg.

Experiments with a miniturized version of the Reltron having a diameter of less than 8cm, have

also been conducted [23]. It is thus one of the most interesting concepts from a military viewpoint.

Sources of this kind exhibit in addition great stability andflexibility when it comes to output fre-

quency. What distinguishes the Reltron from other klystron-type sources, is the way the electron

beam undergo a second acceleration phase after being injected into the vacuum tube and having

gone through a klystron-like bunching phase. In the second acceleration phase, the electrons reach

relativistic velocities. At the same time, the energy spread in the beam is reduced. As shown in

figure 3.3 (taken from [60]), the output power will depend on the voltage in both the injection level

and the acceleration level, as well as the mean current and efficiency.
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3.4 Properties of an annular, relativistic electron beam

Most common types of klystron-like radiation sources todayuse an annular electron beam. There-

fore, we will take a closer look at the properties of such beams in the relativistic regime, with a

particular attention given to space-charge effects that will affect the output power of the generated

radiation [19, 22]. Let us assume an infinitely thin, annularbeam with radiusrb inside a pipe-shaped

waveguide with radiusrw. The electrons have initially been accelerated by the electric potential

φinj < 0 relative to the cavity walls. The electric potential in the waveguide is found using the

Poisson equation on integral form as

∮

S
E · ds = ∆Q/ǫ0, (3.24)

whereS is a pipe-shaped shell with radiusr (rb ≤ r < rw). The charge∆Q equals the total charge

in a ∆L long section of the beam. Expressed in terms of the currentI and the electron velocity

v, the charge becomes∆Q = ∆LI/v. The given charge distribution is consistent with a purely

radially directedE field, which based on equation 3.24 becomes

Er(r, z) =
I(z)

2πǫ0v(z)r
, r ≥ rb. (3.25)

For r < rb we haveEr(r, z) = 0. The electric potentialφ(z), relative to the potential on the

waveguide wall, is found to be

φ(r, z) = −
∫ rw

r
Er(r, z)dr =

I(z)

2πǫ0v(z)
ln

(

r

rw

)

, rb ≤ r ≤ rw. (3.26)

SinceEr = 0 for r < rb, thenφ(r, z) = φ(rb, z) ≡ φb(z) for r < rb.

After the initial acceleration, the kinetic energy of the electrons will be

EK ≡ (γinj − 1)mc2 = −eφinj , (3.27)

whereγinj = γ(vinj) is the relativistic mass factor at injection. As the electron beam passes into

the waveguide, some of the kinetic energy is transformed into potential energy. From the principle

of energy conservation, we have

m0c
2γinj = m0c

2γ0 − eφb, (3.28)

whereγ0 = γ(v0). By combining equations 3.26 and 3.28 with the definition ofγ, the equilibrium

current in the electron beam,I0, can be written as

I0(γ0) = Is

√

γ2
0 − 1

γinj − γ0

γ0
, (3.29)

where

Is =
2πǫ0m0c

3

e ln(rw/rb)
=

8.5kA
ln(rw/rb)

. (3.30)
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By differentiating I0 with respect toγ0, the maximum stationary current achievable in a given

waveguide can be found:

dI0

dγ0
= 0 (3.31)

m (3.32)

Is
γinj − γ3

0

γ2
0

√

γ2
0 − 1

= 0 (3.33)

m (3.34)

γ0 = γ
1/3
inj . (3.35)

This corresponds to a maximum currentIc given as

Ic = I0(γ0 = γ
1/3
inj ) = Is(γ

2/3
inj − 1)

3/2
, (3.36)

which represents an upper theoretical limit for the current. The ratio of kinetic energy to potential

energy in this case is

EK

EP
=

γ
1/3
inj − 1

γinj − γ
1/3
inj

≤ 1

2
. (3.37)

The potential energy will in other words dominate over the kinetic energy, particularly ifγinj → 0,

that is in the strongly relativistic case. These are properties that clearly inhibit an efficient microwave

generation. To maximizeIc for a givenγinj, it is common to increaserb and letrw/rb ≈ 1. Near

cavities, whererw effectively increases,Ic will be reduced. At the same time, the current will start

to oscillate due to the velocity modulation at the “buncher”cavity. As a consequence, the current

can locally exceedIc, which in turn will lead to a strong modulation of the electron beam.

3.4.1 Dispersion relation

We will derive the dispersion relation for the configurationdescribed in section 3.4 [54], and we

will restrict ourselves to TM0p-modes where onlyδEr, δEz, andδBθ are nonzero. We once again

follow the approach outlined in appendix A. In this case, it is appropriate to look for a vacuum

solution, which will be valid forr 6= rb. With ωp = 0, equation A.9 simply becomes

∇
2
⊥δEz + (K2 − k2)δEz = 0, (3.38)

whereK = ω/c. To simplify the notation further, we defineΓ2 = K2 − k2. Due to the cylinder

symmetry, equation 3.38 can be rewritten as

r2 ∂2δEz

∂r2
+ r

∂δEz

∂r
+ Γ2r2δEz = 0, (3.39)

which from consulting appendix B is easily identified as theBessel equation of zeroth orderwith

Γr as the variable. SinceδEz should be finite for all values ofr, including r = 0, the general

solutions can be written as

δEz =







AJ0(Γr) 0 ≤ r ≤ rb

BJ0(Γr) + CY0(Γr) rb < r < rw.
(3.40)
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By combining the azimuthal component of Faraday’s law, equation 2.1, with the axial component

of Ampére-Maxwell’s law, equation 2.2,δEr can be expressed as

δEr =
ik

Γ2

dδEz

dr
. (3.41)

By further utilizing property B.7, the general solution forthe radial component of the electric field

is

δEr = − ik

Γ







AJ1(Γr) 0 ≤ r ≤ rb

BJ1(Γr) + CY1(Γr) rb < r < rw.
(3.42)

To determine the coefficientsA, B, andC, we have to consider restrictions put on the solution at

r = rb andr = rw. Continuity ofδEz at r = rb requires

A = B + C
Y0(Γrb)

J0(Γrb)
. (3.43)

By assuming perfectly conducting wave guide walls, implying δEz(r = rw) = 0, we get

BJ0(Γrw) + CY0(Γrw) = 0. (3.44)

The last requirement the solution should meet comes from theintegral form of Poisson’s law, equa-

tion 2.3, which can be written as

ǫ0

∮

δS
δE · ds =

∮

δV
δρdV (3.45)

whereδV is an infinitely long, cylindrical shell with radial extension [r+
b , r−b ] ≡ [rb − δr, rb + δr].

Taking the geometry into account, we can rewrite equation 3.45 as

ǫ0(δEr(r
+
b ) − δEr(r

−
b )) =

∫ r+

b

r−
b

ρrdr. (3.46)

To be able to expressδρ in terms ofδEz evaluated atr = rb, we utilize equation A.7 derived in

appendix A,

δρ =
ikǫ0ω

2
p

γ3
0(ω − v0zk)2

δEz(rb)δ(rb − r), (3.47)

with the exception that we include the relativistic factorγ3
0 that originates from the relativistic

momentum equation, equation 2.13. By putting equation 3.47into 3.45 and utilizing that

∫ r+

b

r−
b

rδ(rb − r)dr = rb (3.48)

we get

δEr(r
+
b ) − δEr(r

−
b ) =

ikω2
p

γ3
0(ω − v0zk)2

δEz(rb). (3.49)

Expressions 3.40 and 3.42 can then replaceδEz andδEr, respectively, in equation 3.49 to produce

the relation

− ik

Γ
[BJ1(Γrb) + CY1(Γrb) − AJ1(Γrb)] =

ikω2
p

γ3
0(ω − v0zk)2

AJ0(Γrb). (3.50)
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A dispersion relation is now found by looking for a nontrivial solution of equations 3.43, 3.44, and

3.50. These three equations, in combination with property B.8 of the Bessel functions, result in the

following dispersion relation for an annular, relativistic electron beam:

(ω − v0zk)2 = α(k2c2 − ω2)R ≡ αR(k2c2 − ω2). (3.51)

To simplify the expression we have introduced the parameters

α =
ω2

p

rbγ3

r2
b

c2
ln

(

rw

rb

)

=
I0

Isγ3
0β0

, (3.52)

which depends on the initial conditions of the electron beam, and

R = − π/2

ln(rb/rw)

J0(Γrb)

J0(Γrw)
[Y0(Γrw)J0(Γrb) − J0(Γrw)Y0(Γrb)]. (3.53)

, which is known as thereduction factor and depends on the waveguide geometry. Note that if

J0(Γrw) = 0 thenR becomes infinite, indicating resonance with the natural waveguide modes. If

we assume thatR ≈ 1, we can solve equation 3.51 to obtain

ω =
v0zk

1 + α
(1 ± αµ), (3.54)

where

αµ =

√

α2 + α/γ2
0

β0
. (3.55)

The two solutions are typically referred to as the slow (−) and fast (+) wave solutions.

4 O-type Cerenkov devices

An electron moving through a dielectric material with permittivity equal toǫ will emit Cerenkov

radiation if the speed exceeds the local speed of light,cr = c
√

ǫ0/ǫ, wherec and ǫ0 are the

speed of light and permittivity in vacuum, respectively. Inthe resonator of the microwave source,

cr equals the phase speed of the resonant normal mode parallel to the electron beam. A so-called

slow-wave structure (SWS)is used to reduce the local speed of light. This is typically aperiodic,

e. g. sinusoidal, modulation of the waveguide walls. According to the boundary conditions, the

E- andB-fields should reflect any wall modulation. The microwave radiation is generated through

an interaction between the structure modes and the slow space charge waves. Figure 4.1 shows

schematically the interaction between a cavity with modulation periodd and four different sources

of this type in a dispersion diagram. The two solid lines correspond toω = kc, while the dot-

ted, dashed, and dash-dotted lines indicate the dispersionrelation for three different electron beam

velocities. The triangles mark resonances utilized in fourdifferent radiation sources.

Conventional versions ofBackward Wave Oscillator (BWO) andTravelling-Wave Tube (TWT)

were invented as early as during the second world war, and thefirst genuine HPM source to be
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Figure 4.1: Interactions between the normal modes of a cavity with modulation periodd and three

different electron beams (indicated by the dotted, dashed,and dash-dotted lines). The triangles

correspond to the four different radiation sourcesBWO, TWT , RDG, andSWO.

developed was a BWO in 1970 [63]. Continuous variation of theresonance frequency is possible

within a frequency band by varying the electron beam velocity . In TWTs the interacting waves

propagate in the same direction as the electron beam. The electrons have a typical energy of 0.5-

0.9MeV and they constitute an electric current of normally around 1kA. To isolate the input signal

from the output signal, and thereby avoid unwanted oscillations, it is common to have a two-step

waveguide with a damping region in between. Efficiency can also be increased by using a “tapered”

waveguide, that is, the phase speed is reduced as the electrons gradually loose their kinetic energy.

This is achieved by modifying the walls of the tube in the output end of the tube. Efficiency of

more than 45 % with an output power of around 400 MW has been achieved using this method

[9]. Unfortunately, this power is typically distributed over a fairly wide frequency band with up to

50% of the power located in asymmetric side bands. Ongoing research in this field focuses on for

example plasma-filled TWTs [65], utilizing radial hybrid modes [85] and bunch compression [64].

In BWOs, the microwaves are reflected in the far end of the tube, causing waves to propagate

backwards relative to the electron motion. It is these reflected waves that interact resonantly with

the electrons so that a growth in field strength can take place. BWOs used to be less efficient than

TWTs, but the last few decades of research, for instance on “tapered” waveguides [50] and on

including cyclotron resonant interactions [62], has contributed to reducing the difference between

the two. Still, there are other Cerenkov devices available that surpass both BWOs and TWTs when

it comes to output power. ARelativistic Diffraction Generator (RDG) can deliver gigawatts of

power with a pulse length of around0.7µs for wave lengths around 5mm [20], while aMultiwave

Cerenkov Generator (MWCG) has been reported to produce 5-10GW for 80-100ns in the 3-cm
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band by carefully tuning the magnetic field strength and the electron beam diameter [21].

4.1 Dispersion relation for linear waves in a sinusoidally- rippled waveguide

To illustrate the type of interactions one utilizes in O-type Cerenkov devices, we will derive the

dispersion relation for linear TM0p-mode waves in a Cerenkov device assuming an annular electron

beam with radiusrb [72]. The waveguide is sylindrical with a radiusrw that varies along the axis of

symmetry as

rw(z) = r0[1 + κ sin(h0z)]. (4.1)

Apart from the axial variation ofrw, this problem is identical to that solved in section 3.4.1. We

will therefore in the following discussion refer to resultsobtain in section 3.4.1 whenever this is

appropriate.

4.1.1 General solution for an annular electron beam

As done in section 3.4.1, we assume the presence of a strong, axial symmetric magnetic field that

prevents any motion not parallel to the symmetry axis. Basedon this assumption, we restrict our-

selves to looking for a TM0p-mode solution. Due to the periodic modulation of the waveguide,

an expansion of all perturbed quantitiesδf associated with the electromagnetic waves is possible

according to theFloquet theorem. Given the modulation periodh0 of the waveguide,δf can be

written as

δf =

∞
∑

n=−∞

δfn(r) exp[i(knz − ωt)], (4.2)

wherekn = k0 + nh0 and−h0/2 ≤ k0 < h0/2. Similarly, we defineΓn = (ω/c)2 − k2
n. Now, we

want to solve the wave equation 2.7 forδEzn in much the same way as was done forδEz in section

3.4.1. The general form ofδEzn is given by equation 3.40. Requirements put on the solution due

to the electron beam resulted in equations 3.43 and 3.50 relating the three parametersAn, Bn, and

Cn. As a consequence,δEzzn can now be written as

Ezn = An







J0(Γnr) 0 ≤ r ≤ rb

J0(Γnr) − απ
2

(

Γnc
ω−knvb

)2
J0(Γnrb) [J0(Γnr)Y0(Γnrb) − J0(Γnrb)Y0(Γnr)] rb < r < rw,

(4.3)

whereα, as before, is defined by equation 3.52.

4.1.2 Restriction of the solution due to the outer boundary condition

We assume that the outer wall is perfectly conducting, implying that the tangential component of

theE field relative to the wall should vanish atr = rw(z), whererw(z) is given by equation 4.1. A
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tangential vector to the wall can be defined ast = (drw/dz)êr+êz, whereêr andêz are unit vectors

in ther andz directions, respectively. The outer boundary condition can therefore be formulated as

t · E
∣

∣

r=rw
= 0. (4.4)

If we insert the expression fort and use equation 3.41 to eliminateEr, we get

e−i(k0z−ωt)
∞
∑

n=−∞

(

i
kn

Γ2
n

dEzn

dr

drw

dz
+ Ezn

)

einh0z
∣

∣

∣

r=rw

= 0. (4.5)

From using the chain rule we know that

dEzn(r)

dr

∣

∣

∣

r=rw(z)

drw

dz
=

dEzn(z)

dz
, (4.6)

which makes it possible to rewrite the boundary condition, equation 4.4, as

∞
∑

n=−∞

Aneinh0z

(

1 + i
kn

Γ2
n

d

dz

)

{

Jnw − α
π

2

(

Γnc

ω − knvb

)2

Jnb [JnwYnb − JnbYnw]

}

= 0. (4.7)

We have here introduced a simplified notation of Bessel functions, generally formulated asζnw =

ζ0(Γnrw) ogζnb = ζ0(Γnrb). The constant phase factorexp[i(k0z −ωt)] has also been eliminated.

4.1.3 Fourier expansion of the solution

In order to obtain a solution independent ofz, we will make a Fourier expansion of the solution. If

we write equation 4.7 as
∞
∑

n=−∞

Anfn(ω, kn, z) = 0 (4.8)

on a compact form,fn(ω, kn, z) can be expressed through a Fourier expansion as

fn(ω, kn, z) =
∞
∑

m=−∞

Dmn(ω, kn, km)eimh0z, (4.9)

where the Fourier coeffisients, in slightly simplified notation, is given by

Dmn =
1

z0

∫ z0/4

−3z0/4
e−imh0zfn(z)dz. (4.10)

The integration limits, now written asza andzc for short, can be freely choosen as long as the inte-

gration interval covers exactly one period offn. Replacingfn in equation 4.10 with the expression

in 4.9 and definingp ≡ n − m = (kn − km)/h0, result in

Dmn =
1

z0

∫ zc

za

eiph0z

(

1 + i
kn

Γ2
n

d

dz

)

[

Jnw − α

(

Γnc

ω − knvb

)2

Jnb (JnwYnb − JnbYnw)

]

(4.11)

= Kmn − α

(

Γnc

ω − knvb

)2

JnbLmn. (4.12)
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Please notice thatJnw andYnw are functions ofsin(h0z). Let us now take a closer look at the first

term in the expression ofDmn, Kmn. Using partial integration, we get

Kmn =
1

z0

{
∫ zc

za

eiph0zJnwdz +
ikn

Γ2
n

[

eiph0zJnw

∣

∣

∣

zc

za

+ iph0

∫ zc

za

eiph0zJnwdz

]}

(4.13)

=
1

z0

[

1 +
(kn − km)kn

Γ2
n

]
∫ zc

za

eiph0zJnwdz (4.14)

=
ω2 − kmknc2

z0Γ2
nc2

∫ zc

za

eiph0zJnwdz. (4.15)

SinceJnw is a function ofsin(h0z), it is desirable to expresseiph0z as a function ofsin(h0z) and

cos(h0z). For specific values ofp, eipθ can be expressed as

eipθ =











































1, p = 0

cos θ ± i sin θ, p = ±1

1 − 2 sin2 θ ± i2 sin θ cos θ, p = ±2

(1 − 4 sin2 θ) cos θ ± i sin θ(3 − 4 sin2 θ), p = ±3

1 − 8 sin2 θ(1 − sin2 θ) ± i2 sin θ cos θ(1 − 2 sin2 θ), p = ±4

(4.16)

and so forth. Sincesin(h0z) is symmetric andcos(h0z) is anti-symmetric aboutzb = −z0/4 ≡
(za + zc)/2, the integral of terms in equation 4.13 proportional tocos(h0z) will equal zero, the

remaining part of the integral can be written as

Kmn = 2
ω2 − kmknc2

z0Γ2
nc2

∫ zc

zb

eiph0zJnw(sin(h0z))dz. (4.17)

By performing the substitutionv = sin(h0z), so thatcos(h0z) =
√

1 − v2 in the interval fromzb

to zc, Kmn can finally be written as

Kmn =
ω2 − kmknc2

πΓ2
nc2

∫ 1

−1

Pmn(v)√
1 − v2

Jnw(v)dv (4.18)

where

Pmn(v) =











































1, p = 0

±iv, p = ±1

1 − 2v2, p = ±2

±iv(3 − 4v2), p = ±3

1 − 8v2(1 − v2), p = ±4.

(4.19)

If we define

Iζ
mn =

1

π

∫ 1

−1

Pmn(v)√
1 − v2

ζnw(v)dv, (4.20)

whereζnw again represents one of the Bessel functionsJ0(Γnr0(1+κv)) or Y0(Γnr0(1+κv)), the

total Fourier coefficientDmn(ω, kn, km) can be expressed as

Dmn(ω, kn, km) =

(

ω2 − kmknc2

Γ2
nc2

)

[

IJ
mn − α

(

Γnc

ω − knvb

)2

Jnb

(

IJ
mnYnb − IY

mnJnb

)

]

. (4.21)
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The dispersion relation is finally obtained by solving the equation

det[D] = 0, (4.22)

whereD is a matrix with elementsDmn.

4.1.4 Specific solution of the dispersion relation

The size of the matrixD can in most cases be restricted to5 × 5 and the obtained solution would

still be reasonably accurate [72]. If we first take a look at the case where no electron beam is present

(Ib = α = 0), ωr0/c will in this case be a function ofk0r0, whereω is real. The model then only

depends on the parametersκ og h0r0. The top plot in figure 4.2 shows the solution of equation

4.22 forκ = 0.077 andh0r0 = 26π/11 [72]. The vertical axis on the right hand side indicates

the frequency measured in GHz for the caser0 = 1.3cm. The 5 curves in the plot correspond to

the 5 lowest TM-modes. If one introduces an electron beam with a current ofI0 = 8kA and a

relativistic mass factor ofγ0 = 1.91 at the radiusrb = 0.5cm, the solution will become as shown in

the bottom plot of figure 4.2. The dispersion curves that represent structure waves are found, with

a few exceptions, close to the corresponding curves in the case with no beam present. In addition,

two more curves are present, both starting at the origin, that represent space charge waves. Stable

interactions (marked with a green circle) between the TM01 curve and the fastest of the space charge

waves are found nearωr0/c = 4 andk0r0 = 4. This causes the two waves to switch properties for

larger values ofk0.

5 M-type devices

In M-type devices, electrons undergoingE×B drift interact with a wave field to produce microwave

radiation. A necessary requirement is therefore that the drift velocity of the electrons, normal to both

theE andB fields, are roughly equal to the phase speed of the electromagnetic waves. At the same

time, the electrons emitted from the cathode should be prevented from reaching the anode, and

thereby short-circuiting the system. We will start by studying these criteria more closely. Later, we

will review briefly three specific devices, the well-establishedrelativistic magnetron, thecrossed-

field amplifier (CFA) , and the more recently developedMagnetically Insulated Transmission

Line Oscillator (MILO) .

5.1 Planar Brillouin flow

We will study theE × B drift of a relativistic electron beam in the region between an emitting

cathode at zero electric potential and an anode at potentialV . The distance between the cathode and

the anode isd, as shown in figure 5.1. We assume space-charge-limited flow (see e.g. [40]), that is

Ex(x = 0) = 0. This analysis has been presented by Davidson et al. [28].
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Figure 4.2: Solutions of 4.22 withr0 = 1.3cm,κ = 0.077, h0r0 = 26π/11, andIb = 0 (top plot)

andI0 = 8kA (bottom plot). In the latter case,γ0 = 1.91 andrb = 0.5cm. The figure is, with some

minor modifications, taken from [72].
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5.1.1 Equilibrium properties

In general, an equilibrium solution is characterized by thefact that all time-dependent terms should

vanish. In this case, we are left with purely aE0×B0 drift, where we assume the following model:

E0(r) = Ex(x)êx, (5.1)

B0(r) = Bz(x)êz, (5.2)

n0(r) = n0(x), (5.3)

v0(r) = vy(x)êy. (5.4)

Based on this model it can be concluded that the left hand sideof the momentum equation 2.10, will

be zero:

0 = −en0(x)[Ex(x) + v0(x)Bz(x)]. (5.5)

If n0(x) > 0, the drift velocity becomes

v0 = −Ex(x)

Bz(x)
. (5.6)

This is the so-calledE × B drift. By combining the expression for the drift with the Ampére-

Maxwell’s law (assuming∂E/∂t = 0) , equation 2.2,

∂Bz

∂x
= µ0en0(x)v0 = −µ0en0(x)

Ex(x)

Bz(x)
(5.7)

and Poisson’s equation, equation 2.3,

∂Ex

∂x
= −en0(x)

ǫ0
, (5.8)

we get
∂B2

z (x)

∂x
= c−2 ∂E2

x(x)

∂x
. (5.9)

This means thatB2
z (x) − c−2E2

x(x) is a constant quantity. Using equations 2.11 and 5.6, we also

get thatγ0(x) ∝ Bz(x), whereγ0(x) ≡ γ(v0(x)).

Relativistic Brillouin flow is characterized by the condition that the total energy of an electron fluid

element is uniform across the electron layer. Since the total energy atx = 0 is equal to zero, the

condition of energy conservation can be expressed as

[γ0(x) − 1]mec
2 − eφ0(x) = 0. (5.10)

Differentiating 5.10 and using the identityEx(x) = −∂φ0/∂x and equations 5.6 to 5.9, we obtain

the following condition for relativistic Brilloiun flow:
(

eBz(x)

γ0(x)me

)2

=
e2n0(x)

ǫ0γ0(x)me
= constant. (5.11)

This result can be rewritten asω2
c (x)/γ2(x) = ω2

p(x)/γ(x), where the left and right hand sides

are the relativistic cyclotron and plasma frequencies, respectively, at positionx. Note also that
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Figure 5.1: An electron layer extends fromx = 0 to x = xb. The magnetic field in the vacuum

region,x = xb to x = d, is B0êz.

Bz(x), γ0(x), andn0(x) all are proportional in the interval0 ≤ x < xb. To find e.g. Bz(x),

we can differentiate equation 5.7, use equation 5.8 to eliminate∂Ex/∂x, and utilize the fact that

n0(x)/Bz(x) is a constant. We then find that

∂2Bz(x)

∂x2
− κ2Bz(x) = 0, (5.12)

where

κ = eµ0c
n0(x)

Bz(x)
(5.13)

is a constant. The solution to equation 5.12 is

Bz(x) =







B0
cosh(κx)
cosh(κxb)

0 ≤ x < xb

B0 xb < x ≤ d,
(5.14)

whereB0 is the uniform magnetic field parallel to the symmetry axis inthe intervalxb < x ≤ d.

With γ0 being proportional toBz andγ0(0) = 1, we find thatγ0(x) = cosh(κx), 0 ≤ x < xb. This

result can be put into equation 5.10. In the intervalxb ≤ x < d we have∂2φ0/∂x2 = 0. We require

φ0 and∂φ0/∂x to be continuous for the entire interval, leading to the following electric potential:

eφ0(x)

mec2
=







cosh(κx) − 1 0 ≤ x < xb

cosh(κxb) − 1 + κ(x − xb) sinh(κxb) xb ≤ x ≤ d.
(5.15)

Normalized anode potential can now be coupled to the width ofthe Brillouin layer,xb, through the

expression
eV

mec2
= cosh(κxb) − 1 + κ(d − xb) sinh(κxb). (5.16)
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It is also desirable to coupleB0 to the initial magnetic field strengthBf found between the anode

and the cathode prior to the formation of the Brillouin layer. This can be done by taking into account

the conservation of magnetic flux, that is
∫ d

0
Bz(x)dx = constant=⇒ Bfd =

B0

κ
tanh(κxb) + B0(d − xb). (5.17)

InsertingB0 = Bz(0) cosh(κxb) and utilizing the identityeBz(0) = κmec (easily verified by

combining equations 5.11 and 5.13), we can rewrite equation5.17 as

eBfd

mec
= sinh(κxb) + κ(d − xb) cosh(κxb). (5.18)

If the Brillouin layer were to fill the entire interval between the anode and the cathode, that isxb = d,

the system would be short-circuited. By combining equations 5.16 and 5.18, we can find a relation,

called theHull limit , between the anode potential and the initial magnetic field strength for this

special case. The potential in this case, known as theHull cutoff voltage (VH) is given as

eVH

mec2
=

√

1 +

(

eBfd

mec

)2

− 1. (5.19)

To achieve wave excitation in e.g. a relativistic magnetron, the anode potential must therefore be

V < VH(Bf ). Another condition that should be fulfilled in order to achieve efficient interaction

between the wave field and the electrons, is the requirement of resonance. That is, the fastest

electrons in the Brillouin layer (found atx = xb) should have a velocity at least equal to the phase

speed of the exited waves,vp = ω/ky ≡ βpc. This implies that the anode potential much be larger

than the so-calledBunemann-Hartree threshold. If we combine equations 5.16 and 5.18 in such

a way thatκ(d − xb) is eliminated, we get

eV

mec2
=

eBfd

mec
tanh(κxb) − 1 +

1

cosh(κxb)
. (5.20)

Sinceγ0(x) = cosh(κxb), we can easily verify thatv0(x) = c tanh(κxb). If we in addition require

thatv0(x) = βpc at the threshold voltageVBH , we get the expression

eVBH

mec2
=

eBfd

mec
βp − 1 −

√

1 − β2
p . (5.21)

The Hull limit and the Bunemann-Hartree threshold is plotted in aBf -V diagram in figure 5.2.

5.1.2 Extraordinary-mode eigenvalue equation

Starting with the equilibrium solution just described, we will study properties of so-called extraordinary-

mode, linear waves. This is electromagnetic waves where theperturbed electric field is always

normal to the magnetic field. Following the approach described in appendix A, we assume the

perturbations are of the form

δf(x, y, t) =

∞
∑

k=−∞

δf(x, k)ei(ky−ωt) , (5.22)
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Figure 5.2:Bunemann-Hartree thresholdandHull limit delimits the normalized parameter space

of voltage (eV/mec
2) and initial magnetic field strength (eBfd/mec

2) that can produce an effective

and stable interaction between the electrons in the Brillouin layer and the wave field. In this case

with βp = 0.5.

where the amplitudesδn, δvx, δvy , δγ, δEx, δEy andδBz are assumed to be small enough for a

linear approximation to be valid. Bearing in mind that theE ×B drift found in the equilibrium so-

lution is in they-direction,γ will in the linear approximation depend onVy only. By differentiating

γ with respect tovy, a linear approximation toδγ is found to be

δγ = γ3
0

v0

c2
δvy. (5.23)

As a consequence, we get
∂

∂u
(γ0δvy + v0δγ) = γ3

0

∂δvy

∂u
, (5.24)

whereu could be equivalent to eithert or y. Correspondingly, we have

∂

∂x
(γ0v0) = γ3

0

∂v0

∂x
. (5.25)

Linearizing the continuity equation, equation 2.9, gives us

∂δn

∂t
+

∂

∂y
(v0δn + n0δvy) +

∂

∂x
(n0δvx) = 0, (5.26)

which assuming perturbations of the form 5.22 becomes

−i(ω − kv0)δn = −ikn0δvy −
∂

∂x
(n0δvx). (5.27)

Thex-component of the momentum equation, equation 2.10, on linearized form gives us

γ0
∂δvx

∂t
+ v0

∂

∂y
(γ0δvx) = − e

m
(δEx + v0δBz + Bzδvy) (5.28)
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which becomes

−i(ω − kv0)δvx +
ωc

γ0
δvy = − e

γ0m
(δEx + v0δBz). (5.29)

The correspondingy-component is

∂

∂t
(γ0δvy + v0δγ) + δvx

∂

∂x
(γ0v0) + v0

∂

∂y
(γ0δvy + v0δγ) = − e

m
(δEy − Bzδvx). (5.30)

We eliminateδγ by utilizing relations 5.23 and 5.24. To rewrite∂(γ0v0)/∂x we first use the re-

sult from equation 5.25 to eliminate the derivative ofγ0. Then, we insert the expression forv0

from equation 5.6 and use equations 5.7 and 5.8 to express∂(v0)/∂x asγ2
0ω2

p/ωc. In short, the

y-component of the momentum equation can now be written as

−i(ω − kv0)γ
2
0δvy +

γ0ω
2
p − ω2

c

γ0ωc
δvx = − e

γ0m
δEy. (5.31)

In addition, we will need the linearized versions of Faraday’s law,

iωδBz =
∂δEy

∂x
− ikδEx, (5.32)

Ampére-Maxwell’s law (x-component only),

ikδBz = −eµ0n0δvx − i
ω

c2
δEx, (5.33)

and Poisson’s law,
∂δEx

∂x
+ ikδEy = − e

ǫ0
δn. (5.34)

We will also introduce the effective potentialΦk(x), defined by

Φk(x) =
i

k
δEy(x, k, ) (5.35)

and the effective wave mass factorγw, defined by

γw =
1

√

1 − ω2/(k2c2)
. (5.36)

From equations 5.32 and 5.33 we find thatδEx andδBz can be expressed as

δEx = −γ2
w

(

∂Φk

∂x
+

iω

k2c2

en0

ǫ0
δvx

)

(5.37)

and

δBz = γ2
w

(

ω

c2k

∂Φk

∂x
+

i

kc2

en0

ǫ0
δvx

)

, (5.38)

respectively. Substituting equations 5.27 and 5.37 into equation 5.34 gives us the following relation

betweenΦk and the velocity perturbations:

[

∂2

∂x2
− k2

γ2
w

]

Φk = − ie

ǫ0ωb

{

α
∂

∂x
(n0δvx) +

ik

γ2
w

(n0δvy)

}

(5.39)
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whereωb = ω−kv0 andα = 1−v0ω/c2k. Using equations 5.29 and 5.31 we can eliminateδvx and

δvy from equation 5.39. After some algebra, the following eigenvalue equation forΦk is obtained:

∂

∂x

{

[1 + χ⊥]
∂Φk

∂x

}

− k2[1 + χ‖]Φk =
kαΦk

ωb

∂

∂x

(

ω2
pωc

γ2
0ν2

)

, (5.40)

where

χ⊥ = γ0

(αωpγw

ν

)2
, (5.41)

χ‖ = γ−2
w − 1 −

ω2
p

γ0ν2

(

γ−2
w +

ω2
p

γ0c2k2

)

, (5.42)

and

ν2 = γ2
0ω2

b

(

1 +
ω2

pγ
2
w

c2k2

)

+
γ0ω

2
p − ω2

c

γ2
0

. (5.43)

If the equilbrium state is identical to the Brillouin flow, the equilibrium magnetic field will be given

by equation 5.14. Since bothγ0 andn0 should be proportional to the magnetic field strength in

the interval0 ≤ x < xb, we can now solve the eigenvalue equation, equation 5.40, numerically

to investigate the so-calledmagnetron instability. Figure 5.3 is taken from [28] and shows the

solution for various choices of the normalized layer width,xb/d, the self-field parameter,Se =

ω2
pγ0(xb)/ω

2
c , and the normalized wave number,ck/ω̂ce, whereω̂ce = ωc(xb)/γ0(xb).

5.2 Relativistic magnetron

The conventionalmagnetron is widely used as the radiation source in a number applications such

as in microwave ovens, in portable radar systems (X-/C-/S-band), and for plasma heating. Reasons

for this is the high efficiency (typically 50-90%), compact size, reliability, and inexpensive manu-

facturing costs. A typical configuration is shown in figure 5.4 taken from a simulation using the

commercially availableParticle-In-Cell (PIC) codeMAGIC [41]. In the relativstic case, electrons

are emitted from the cathode (inner cylinder) through explosive emission. Due to theE field, the

electrons are at first accelerated radially outwards. Then they are subjected toE × B drift that,

assuming the relative strength ofE andB lie within the Hull limit , prevents the electrons from

reaching the anode. The electrons, through this process known as “magnetic shielding”, form a

cylindrical cloud, the aforementionedBrillouin layer . The small, resonant cavities on the inside of

the anode modulate the electromagnetic field, and thereby determine the operating frequency of the

magnetron. The magnetron in figure 5.4 is aπ-mode configuration. Relativistic magnetrons operate

with efficiency levels of 20-40% and output power levels around 5GW at frequency in the range

of 1 to 8GHz. Pulse lengths are usually restricted to about 100ns, and the current should exceed

10kA. By replacing a permanent magnet with a current-drivenmagnetic field one can in principle

achieve a time-varying magnetic field strength. The problemthen is to also adjust the electric field

accordingly to ensure the operation criteria is still met.
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Figure 5.3: Linear growth properties of the magnetron instability: (a) Normalized growth rate

(Imω/ω̂ce) and real oscillation frequency (Reω/ω̂ce) plotted as functions ofck/ω̂ce for Se = 0.5

and xb/d = 2/3. (b) Imω/ω̂ce) and Reω/ω̂ce plotted as functions ofSe for xb/d = 2/3 and

ck/ω̂ce = 2. (c) Imaginary and real effective potential plotted in normalized units as functions of

xb/d for Se = 1 andck/ω̂ce = 2.
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Figure 5.4: Simulation of a cylindrical magnetron [41] using the numerical codeMAGIC [42].

The inner cylinder functions as the cathode. The magnetic field (B) is directed out of the plane. The

snapshot is taken 30ns after externally applying a voltage of 260 kV. The spatial unit is millimetre.

5.3 Crossed-field amplifiers (CFA)

Planar versions of the magnetron, known ascrossed-field amplifiers (CFA), also exist. A sketch

of a π-mode CFA is shown in figure 5.5. The electron cloud is indicated in the sketch by the

brown, semi-transparent layer. The thin field lines indicate the direction of the total electric field,

while the thick, dotted arrows indicate the electron velocity field. We will refer to this sketch in

the following discussion of the operation of both magnetrons and CFAs. The electrons enter the

green-coloured region from the lower right corner due to theequilibrium drift caused byE0 and

B0. The modification to the electric field in the green region then causes the drifting motion to turn

towards the anode. The electrons there move closer to the anode and slows down in the horizontal

drift. As a consequence, a so-called “spoke” is formed wherethe electron density increases in the

anode cavity (the region between two consecutive vanes). Since the electrons are essentially moving

parallel to the electric field, the electrons loose kinetic energy to the RF field. Since the electrons

move closer to the anode, the electrons also loose potentialenergy to the RF field. In fact, the total

energy loss in this region is dominated by the loss in potential energy.

Assuming the electrons cannot penetrate the anode surface,the density will build-up on the right-

hand side of the vane marked ’-’. Eventually, the local field is sufficiently modified that electrons

are pushed back towards the cathode. The equilibrium drift brings the electrons into the yellow

region where the RF field has changed sign relative to what wasthe case in the green region. The

drift motion is therefore turned towards the cathode, causing the electrons to move even closer to the

cathode and therefore gains potential energy. The electrons, now moving essentially anti-parallel

to the electric field, are accelerated and gains kinetic energy as well. The gain in total energy is

at the expense of the RF field. However, the density in the yellow region will be lower then the
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Figure 5.5: Sketch of aπ-modecrossed-field amplifier (CFA) illustrating the typical electron

distribution (brown, semi-transparent layer) and velocities (thick, dotted arrows) together with the

electric field (thin lines). The green and yellow colouring identifies regions of energy transfer to and

from the RF field, respectively.

corresponding density in the green region. As a consequence, a net transfer of energyfrom the

electronsto the RF field is achieved as the electrons pass through the samenumber of green and

yellow regions.

5.4 MILO

In devices of the type calledMagnetically Insulated Transmission Line Oscillator (MIL O) the

magnetic field is generated by the current running through the cathode itself. These devices are in

other words “self-isolating”. This secures that the variations in E andB are in phase. A MILO

device can have either a cylindrical or a plane geometry. An example of the former case is shown

in figure 5.6 [43]. The cathode constitutes the lower boundary, while the anode serves as the upper

boundary. The vanes are relatively thin disc-like modulations of the anode. A problem has been

to achieve efficient radiation extraction as the electrons gradually loose energy and thereby fall out

of synchronism with the dominant wave mode. This problem hasto some extent been solved by

reducing the length of the vanes as one gets nearer to the output region. To avoid reflected waves to

propagate backwards, it is common to include a few extra longvanes, known as a Bragg reflector,

at the far end of the interaction cavity. Recent results indicate efficiency levels of around 10% with

about 2GW in the 1-2GHz frequency range [31, 32, 48]. The MILOis otherwise characterized by

delivering high energy per mass per pulse. A compact MILO model, including a Marx generator

and delivering about 1GW, has in recent years been developedin France where the approximate
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Figure 5.6: Simulation of a cylindricalMILO constructed atAir Force Research Laboratory.

The simulation is done with the codeTWOQUICK in two (spatial) dimensions [43].

length and diameter is 100cm and 20cm [26], respectively. Onthe other hand, the device is also

regarded being less tunable than many other HPM devices as the frequency cannot be shifted by

simply changing the voltage.

6 Virtual cathode oscillator (VCO)

The first microwave device based on thevirtual cathode principle was developed in 1977 [58].

Devices of this type are usually very compact and distinguish themselves from other devices by

requiring a current density that exceeds the space charge limit. This means that the energy associated

with the electric potential exceeds the kinetic energy in the electron beam. The main mechanism

behind the VCO, also referred to as theVircator , is illustrated in figure 6.1. If the anode is shaped

as a grid so that the electrons can pass through it, a cloud of electrons known as a virtual cathode

can be formed behind the anode. Gradually, the electrostatic potential is reduced. The position

and potential of the virtual cathode will oscillate. This oscillation will also modulate the density

in the electron population that passes virtual cathode. There are therefore two different ways the

microwave radiation can be generated, thereflexing mechanismthat creates bunching of electrons

inside the potential well between the cathode and the anode,and theoscillating mechanismthat

creates bunching of electrons due to the oscillatory behaviour of the virtual cathode. In any case, the

frequency of the waves will equal the plasma frequency, which can be changed by simply changing

the electron density. Relatively long pulse durations, up to 1µs, can be achieved, but the reported

efficiency for traditional configurations, up to 2-3%, has been too low. Not surprising, the radiation

spectrum typically exhibits several distinct peaks.
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Figure 6.1: Illustration of the virtual cathode principle.The real cathode is markedK−, the anode

is markedA+ and the virtual cathode is markedK
′

− [53].

Several different devices have been constructed that utilize the principle of the VCO but which

attempt to increase the efficiency. In theReflex Triode, the anode is a high-voltage electrode, while

the cathode is grounded. Efficiencies of about 10% has been reported with this device [47]. In the

Reditron, the electrons are prevented from being reflected back into the anode-cathode (A-C) gap.

This is achieved by having an externally applied axial magnetic field which guides the electrons

through a small opening in the anode. On the other side of the anode the magnetic field strength is

strongly reduced. Electrons reflected off the virtual cathode can therefore freely expand in the radial

direction. The expansion prevent the electrons from re-entering the A-C gap. Experiments have so

far shown roughly a doubling of the efficiency compared to ordinary VCO devices [27].

6.1 Steady-state VCO theory

In the following section we will consider a simple, one-dimensional model that illustrate some of

the mechanisms behind the formation of a virtual cathode. Itis a steady-state model taken from [46].

The electrons enter at the injection point where the electric potentialφ equals zero. At the position

of the virtual cathode,φ = −V0, E = 0, and a certain fraction of the electron beam is reflected

back towards the injection point. Given that the electrons have no kinetic energy at the position of

the virtual cathode, we can relate the relativistic mass factor, γ, to the electrostatic potential,φ, by

applying the principle of energy conservation:

γ = 1 +
e(V0 + φ)

mc2
. (6.1)

The sum of the absolute values of the injected and reflected currents,J , can be expressed as

J = env = enc
√

1 − γ−2. (6.2)
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From Poisson’s equation, equation 2.3, and the expression for the electrostatic potential, equation

2.6 withA = 0, we get

dE = −ne

ǫ0
dx =

ne

ǫ0E
dφ. (6.3)

We can replace the spatially varyingn with the uniformJ , anddφ with dγ through the use of

equations 6.2 and 6.1, respectively:

1

2
d(E2) =

Jmc

eǫ0
d(
√

γ2 − 1). (6.4)

Equation 6.4 is on an easily integratable form which, when wetake into account thatE = 0 and

γ = 1 at the position of the virtual cathode, give us a relation betweenE andγ, or betweenE and

φ. The electric field profile between the injection point and the virtual cathode becomes

E =

(

2Jmc

eǫ0

)1/2
(

γ2 − 1
)1/4

=

(

2Jmc

eǫ0

)1/2
[

(

1 +
e(V0 + φ)

mc2

)2

− 1

]1/4

. (6.5)

The timeτ̄ it takes a reflected electron to return from the virtual cathode atx = xV , to the injection

point atx = 0 is of interest in the following discussion, and is found as

τ̄ =

∫ τ̄

0
dt = −

∫ 0

xV

dx

v
= −

∫ 0

xV

en

J
dx =

∫ E(0)

0

ǫ0

J
dE =

ǫ0E(0)

J
. (6.6)

If we use equations 6.2 and 6.5, we can replaceJ andE(0), respectively, with expressions propor-

tional toγ0 = γ(x = 0) andn0 = n(x = 0). In doing so, we can rewritēτ as

τ̄ =

√

2ǫ0mγ0

n0e2
=
√

2γ0ω
−1
p , (6.7)

whereωp is the non-relativistic plasma frequency.

7 Gyrotron

Gyrotrons, also known aselectron cyclotron masers (ECMs), are fast wave devices that first came

into existence in the late 1950s, e.g. in [74]. The idea behind this development is to extract kinetic

energy related to the gyrating motion of electrons in a magnetic field. Unlike most other known

HPM sources, gyrotrons can produce highly efficient microwave generation in the (sub-)millimetre,

as well as in the centimeter wave length range (illustrated ifigur 7.1). Efficiency levels of 30-50%

is common. A gyrotron will typically include the following components: An electron beam with

a sufficiently large velocity component,v⊥, normal to the beam and as indicated by the parameter

α = v⊥/v||, a smooth wave guide, and a magnetic field parallel to the electron beam.

The main mechanism for a resonant interaction between the electrons and the wave field is through

a relativistic effect coupled to the gyro-motion. The cyclotron frequency in the relativistic case is

ωc =
eB

m0γ
=

eB

m0

√

1 − v2/c2, (7.1)
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Figure 7.1: Comparison of average power for lasers, gyrotrons (ECMs), and other microwave

sources. The gyrotrons are the only alternative with gigawatts output in the (sub-)millimeter pa-

rameter wave length range. [24]

and the Larmor radius is as always

rL =
v⊥
ωc

. (7.2)

Looking at the example sketched in figure 7.2, we notice that the particles marked 1, 2, and 8

will have their rotational speed,v⊥, reduced due to the electric field. From equations 7.1 and 7.2

we see that the cyclotron frequency increases and the Larmorradius decreases for these particles.

This causes the electrons to move closer together and closerto the rotational centre. Equivalently,

the particles marked 4, 5, and 6 will have their rotational speed increased, thereby reducing the

cyclotron frequency and increasing the Larmor radius. These particles therefore move further apart

and further away from the rotational centre. If theE field is circularly polarized with a frequency

slightly higher than the cyclotron frequency, particles 1,2, and 8 will have a greater net loss of

kinetic energy than the corresponding kinetic energy gained by particles 4, 5, and 6. The wave field

will in other words have gained energy in the process. This isthe main mechanism behind gyrotron

devices. By taking advantage of the interaction between gyrating electrons and a wave field with a

frequency close to the cyclotron frequency, a class of devices has been developed that corresponds

to the non-gyrating O-type devices (gyrotron, gyro-TWT, gyro-BWO, gyro-klystron).

Efficient operation of fast-wave gyrotrons requires the electrons initially to have a non-zero velocity

component normal to the magnetic field. To produce a rotatingelectron beam is technically chal-

lenging if one at the same time requires a great degree of uniformity. The usual techniques often

lead to a destructive spreading of momentum along the axis ofrotation. There has therefore been a

certain interest in developing gyrotron devices that can utilize electron beams without rotation. This

is known asslow-wave gyrotron sources which make use of Cerenkov radiation. If the electrons

initially have a velocity slightly larger than the phase speed of the waves, the interaction will lead to

a clumping of electrons in the direction parallel to the magnetic field. This in turn causes energy to
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Figure 7.2: Main principles behind thegyrotrons explained through illustration taken from [76].

Test particles in a gyrating motion are initially uniformlydistributed (a). After several periods, the

clumping of electrons is visible (b).

be transferred from the beam to the wave field. To achieve electromagnetic waves with phase speed

less than the speed of light (in vacuum), it is common to use wave guides filled with a dielectric

material (plasma).

8 Free electron laser (FEL)

A free electron laser (FEL)can, unlike the other HPM sources described here, produce radiation

that extends beyond the microwave regime, into both UV and visible. This is possible by letting

electrons pass through a static magnetic field with spatially alternating polarization. This kind of

structure is known as anundulator or a wiggler. The radiation is generated by fast-wave inter-

actions where the electrons resonate with the electromagnetic field and the undulator. The wave

lengthλs of the coherent radiation depends mainly on the electron energy as well as the periodλu

and amplitudeBu of the magnetic field produced by the undulator:

λs ≈
λu

2γ2

[

1 +
(eBuλu)2

2(2πmc)2

]

, (8.1)

[67]. As the electrons loose their energy to the wave field, the resonant coupling will be gradually

be weakened. As is the case with other HPM sources, one can increase the efficiency by varying the

undulator parameters in space so that it better fits the spatial variation of the electron energy. In the

case of FEL, this can for instance be achieved by either reducing the periodλu or the amplitudeBu
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Figure 8.1: Basic sketch of the FEL structure (taken from [70]).

towards the far end of the undulator structure. This type of modification has been documented to

result in a radiation efficiency of 20-30% [67, 77]. Similar techniques to increase the radiation power

even more have been studied [70]. Sprangle, Tang & Manheimer[77] saw an order of magnitude

increase in the power, while Orzechowski et al. reported in 1986 an almost 7 times increase in

power (equivalent to 34% efficiency) for radiation at wavelengthλs ∼ 1cm. This was achieved by

reducingBu by roughly 50% towards the far end of the undulator structure[67].

9 Remaining research challenges

Great advances have been achieved over the last few decades in developing HPM devices that could

have a potential as an electromagnetic weapon. Still, thereare remaining issues in increasing output

power and total radiated energy, while reducing the required mass and volume of the devices. As

an example, the Vircator, one of the most compact and therefore most interesting HPM devices, can

only deliver microwave radiation with an efficiency (the power ratio of high frequency output to low

frequency input) of less than 10%. This means that the study of HPM sources, like the Vircator, is

very important in realizing the idea of HPM weapons.

A key issue in this work ispulse shortening. Over the past 20 years or so, maximum output power

of HPM devices has steadily increased. However, the increase in output power has also caused

the typical pulse length to be decreased. As a consequence, the total radiated energy per pulse has

stagnated at around 200-1000J [9]. Pulse shortening can be measured as the ratio between the pulse

length of the microwave radiation and the pulse length of theelectron beam. The phenomenon of

pulse shortening usually occurs at field levels of more than 100kV/cm and at frequencies of around

1GHz. Physical causes to pulse shortening can be divided into 5 categories:

FFI-rapport 2008/00014 43



• Suboptimal tube design:Microwave tubes should be designed so that instabilities are avoided.

This is achieved by keeping magnetic field strengths moderate (< 1T), and avoiding strong

E-field strengths near surfaces.

• Spontaneous plasma generation:This can occur near both the cathode and the anode, due

to unwanted beam expansion or as a consequence of the beam hitting a surface. A result

of plasma spontaneously being generated is that the diode impedance or the dominant wave

modes might change and thereby weaken the coupling between the beam and the wave field.

• Spontaneous electron currents:Electrons emitted at the cathode can in some cases move

opposite to the usual current direction, towards the pulse forming line, and thereby influence

the diode impedance.

• Field breakdown due to high E-field strengths: The phenomena of field breakdown is

linked to the localized release of absorbed gases, and as such, is highly sensitive to surface

treatment in cavity structures, to vacuum conditions, and to any plastic components in the

vacuum envelope. Breakdown can also occur on the output window due to surface flashover.

• Beam disruption: Instabilities can destroy the specified geometry of the electron beam,

which typically will affect the wave generation. A common instability creates magnetic fila-

ments which causes the beam to break up into individual beamlets that can interact magneti-

cally. This can occur if a background plasma exists.

The issue of pulse shortening has lead to a shift in research from increasing radiation power to

increasing total radiation energy per pulse. Pulse shortening is thereby a keyword for the com-

mon challenges faced by HPM research today. Serving as a summary of the projectHigh-Power

Microwave (HPM) MURI it was in 2001 formulated 12 important research topics in thefuture

development of HPM sources, ordered according to their viewed importance [9]. Here we briefly

present 10 of these topics:

1. Conditioning of HPM devices: It is important to develop improved techniques for achieving

vacuum and for avoiding contamination through gas emissionfrom the tube walls. Relevant

research needs to study in greater detail what effect conditioning has on the resulting power.

Conditioning will typically have to depend on parameters such as e. g. repetition rates, tube

type, materials, vacuum quality and field strengths. It willalso be important to develop tech-

niques for cost effective and industrialized techniques for large-scale conditioning of HPM

devices.

2. Development of new cathode technology:Military HPM devices typically use so-called

EEE (Explosive Electron Emission) cathodes in order to generate the high currents necessary

to achieve the required power levels. Unfortunately, secondary gas/plasma is often gener-

ated in the system when using this type of cathode. As a consequence, pulse shortening

becomes more pronounced, making it difficult to achieve serial shots without severe degra-

dation of the vacuum. It is therefore highly desirable to develop new cathode technologies
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that can deliver sufficient current levels in each shot. Someof the considered alternatives are

novel thermionic cathodeswhere the heating is done through electron bombardement using

lasers[37],plasma cathodeswhere the electron beam is produced from an ionized volume of

gas [39], andferroelectric cathodeswhere one utilizes materials that go through hysteresis

during polarization [45].

3. Improved breakdown prevention for HPM surfaces and windows: New materials must

be developed that can better handle high electric field stresses in confined geometries, large

currents, and the presence of X-rays. This can then contribute to reducing the problem of field

breakdown. The demands on such materials become more severeas one try to make devices

increasingly more compact. Another, more theoretical problem, is the issue of field break-

down near the source window, both internally and externally, when the generated radiation is

delivered to the outside world. It is also an issue of how to design compact antennas that are

capable of transmitting power levels in the multi-gigawattrange. New numerical methods are

needed in order to study the coupling between the locally very strong electromagnetic field

and a high-density, weakly ionized gas (air).

4. Pulsed power: The design of HPM devices for practical, military use will begoverned by

the need for compact, lightweight, and not the least, environmentally safe sources. It is there-

fore essential to reduce both the weight and size of the subsystem providing the initial pulse

current. Additional questions are concerned with topics such as pulse lengths and repetition

rates.

5. Computational modelling: Great progress in HPM research in recent years is due to im-

proved numerical tools such asParticle-In-Cell (PIC) [14] andparametric codes(see e.g.

in [4, 25]) and increased computer resources available. A major challenge facing codes of

either methods is the need for sophisticated boundary conditions [79, 82]. The problem is

that boundary conditions currently used often are based on semi-analytic models that are only

accurate within a limited parameter interval. Another problem is related to the fact that ac-

curate, three-dimensional PIC simulations are computationally very intensive. Small changes

in the underlying algorithms can potentially give substantial improvements in the efficiency,

and thus expand the range of problems that can be studied numerically using PIC. Parametric

codes are today much faster than PIC codes. However codes of this type have so far suf-

fered from the lack of algorithm that are accurate enough. Asa consequence, PIC has so far

been the dominating method for studying HPM sources and a great varity of codes have been

developed (e.g. [18, 42, 80]). The method is also well-knownfrom other areas of plasma

physics [16, 17].

6. Advanced diagnostics: To better study e.g. phenomena linked to pulse shortening, more

accurate methods for measuring both field strengths and polarization, as well as plasma dis-

tribution (position and velocity) inside a vacuum tube.

7. Recirculation of spent beam energy:Conventional microwave tubes often utilize so-called

“depressed collectors”, electron beam collectors maintained at a lower potential relative to
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the potential of the beam. This technology makes it possibleto recirculate part of the energy

used for accelerating the electrons. As a by-product, the electrons hit the collector plate

with reduced kinetic energy, which in turn leads to reduced heating of the collector. This is

particularly important in HPM devices where heating and spontaneous plasma generation is

a problem.

8. Smart, adaptive HPM devices:So far, microwave devices have not been equipped with com-

puters to monitor or adjust relevant parameters, which is the case with many other commercial

products and appliances. If an HPM device could be controlled via a computer, adjustments

to the initial parameters could be done continuously to secure the best possible effect, for

instance during serial shots.

9. Mode conversion: Many HPM devices generate waves in the circularly polarizedTM01

waveguide mode. For certain applications, it would be desirable to convert this into the circu-

larly polarized TE11 mode or the rectangularly polarized TE10 mode. The latter option could

for instance make it possible to use standard antenna designfor mounting on aircrafts. The

mode converters should of course be highly efficient(> 95%) [81].

10. Use of permanent magnetic focusing:When comparing the efficiency of different HPM

devices, it is common to ignore the energy requirements for the confining magnetic field that

most such devices require. Many of these magnetic field-producing systems can consume

more energy and be larger in size and volume than the actual HPM sources themselves. An

alternative to current-generated magnetic fields is permanent magnets. This alternative will

often result in smaller HPM devices that do not require additional energy for generating the

magnetic field. The drawbacks of this alternative are relatively large production costs and

large weight.

In addition to the topics listed above, the development of completely new HPM concepts is still

an important area of research. Candidates pointed to in [9] is devices based on parallel coupling

of several radiation sources [56], klystron devices with multiple electron beams [12], alternatively

configured electron beams e.g. sheet beam sources [11], Cerenkov systems operating at frequencies

above 30 GHz [65], klystron systems operating at frequencies around 100 GHz [15] and new vircator

configurations [29, 36, 47].

10 Solid-state switches: An alternative to vacuum tubes

So far we have focused our attention on vacuum tube technology for producing microwave radiation.

However, there is an alternative, namely solid-state microwave devices. In this section we will

briefly discuss this alternative, how it is typically operated, and how its performance compares to

vacuum tube technology.
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All microwave generators convert kinetic energy of an electron stream into coherent electromag-

netic radiation. In solid-state devices, the electron stream is sustained by applying a voltage be-

tween the emitter and collector electrodes (bipolar junction transistor,BJT) or the source and the

drain electrodes (field effect transistor,FET). The electron stream drifts diffusively through a semi-

conducting medium. As a consequence, a considerable amountof kinetic energy is converted into

heat through collisions with the atoms in the semi-conductor lattice. Long-term exposure to elevated

device temperatures (e.g. above200◦C) or ionizing radiation causes degradation of the device op-

eration. Elevated temperatures is particularly critical to operating performance at high frequencies

because the mobility of the electrons is reduced. To keep theoperating temperature at an acceptable

level, the cooling efficiency must be increased by increasing the size of the thermal baseplate. In

fact, the size of a solid-state device is typically dominated by the required size of its thermal base-

plate and cooling system. An important area of research is therefore to try develop wide bandgap

semi-conductors that can operate at higher junction temperatures.

Based on the above discussion, the following advantages of vacuum devices over solid-state devices

are listed in [8]:

• Heat production is better separated from the region of wave generation. It is therefore easier

to construct solutions for reusing waste energy.

• High output power can be achieved at a higher operating temperature and in environments

exposed to ionizing radiation (e.g. upper atmosphere).

• Larger ratios between peak power and average power can be achieved.

• Higher breakdown limits on the maximumE-field strength inside the device.

• As a consequence of both reduced heat generation and increased temperature limit for efficient

operation, a smaller baseplate or “heatsink” can be used. This will in general lead to smaller

devices.

There are however other characteristic properties that canbe said to favour the solid-state approach

over the vacuum approach. Advantages of the solid-state devices listed in [8] are:

• A capability for very large bandwidths at frequencies below1GHz.

• Basic devices are typically straightforward to manufacture. This does not include heat reduc-

tion systems for high power applications.

• Designing microwave power amplifiers by combining many low-power microwave transistors

can be a cost-effective approach to high power generation.

• Typical noise level is lower for solid-state devices (rouhly 2-5 dB) than for vacuum tubes

(roughly 20-40 dB for TWTs).
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Figure 10.1: Frequency and continuous wave power parameterspace has been divided into a solid-

state and vacuum tube regime where the corresponding technology normally would be considered

to be the most cost-effective approach.

Figure 10.1 illustrates the regimes where each of the two types of microwave devices are normally

considered to be the superior alternative. For low-power, low-frequency applications, solid-state

devices have justifiably replaced vacuum devices as the dominating technology. However, for high-

power, high-frequency application, vacuum tubes still seem to have the upper hand when taking

into account peak power, efficiency, and reliability. Only by combining a relatively large number

of units, can solid-state devices today deliver adequate power levels at frequencies around 1GHz or

higher.

An alternative to choosing either a solid state amplifier or avacuum tube amplifier is to combined

the two approaches into what is known as aMicrowave Power Module (MPM) [75]. Devices

of this kind has been shown to deliver record high continous wave RF power densities due to the

incredibly small device volumes and weight, e.g.200 cm3 and0.5−1.0 kg. The solid-state amplifier

in this setting serves as a front-end amplifier for the vacuumtube amplifier. Challenges related to

constructing large arrays of MPMs are issues related to device packaging and costs.

11 Conclusion

The first, reasonably efficient, experiments to produce highpower microwave radiation were con-

ducted in Russia in 1973 using relativistic BWOs [51]. Motivated by visions of future, technolog-

ically advanced, military programs such as the “Star Wars” program, this new branch of MVED

(Microwave Vacuum Electronic Device) technology grew into a considerable R & D activity dur-
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Figure 11.1: Raytheon’sVigilant Eagle system uses high-power microwave pulses to confuse or

damage the electronics of shoulder-fired antiaircraft missiles pursuing aircrafts operating from com-

mercial airfields [35].

ing the 1980s. This new research trend, pushed forward by plasma physicists not too concerned

with or skilled in the engineering aspect of the problem, washowever not well received by the exist-

ing MVED community, dominated by experienced electrical engineers. The division of the MVED

community into a large “radar” branch and a smaller “HPM” branch still exists to some extent. De-

velopers of HPM systems have just fairly recently started torealize the great importance of drawing

from the long experience and in-depth know-how of MVED production found within the traditional

MVED community. This is perhaps one of the main reasons threedecades of research on HPM

weaponry has not yet resulted in a major breakthrough for this kind of weapons.

The question is whether this means that HPM weapons will never become an important part of

military operations of the future. The ongoing research activity in this area indicates that many

people working with weapons R & D still see a major potential in HPM. Industry has started to take

an interest in the development of HPM weapons offering weaponry ranging from suitcase-sized anti-

terror systems [84] to large-scale airport protection systems (see figure 11.1) [35]. HPM weapons

on UAV-platforms is another area of strategic importance where commercial companies are now

involved [10]. So what general factors point in the direction of a range of tactically deployable

HPM weapons becoming a reality within the next 10-15 years ? We will try briefly to answer this

question here, leaving a more in-depth discussion of the military potential of HPM technology to a

separate report. We will also try to point to what we considerto be the most promising vacuum tube

technologies.
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11.1 Current state in HPM research

In order to achieve goals in science and technology that requires more than a couple of years de-

velopment, the degree of success will depend on several factors. Most notably, one needs to have

the necessary skills and background to tackle the tasks, onemust be sufficiently motivated, and

one needs to have adequate tools and resources to do it. We believe that all of these three vital

components currently exist in the HPM research today.

1. Background: Three decades of basic research on HPM sources has given a good foundation

for moving into the engineering phase of the development. Ithas also become more common

to look at how developments in HPM weapons can benefit from developments in radar sys-

tems and vice versa. This applies in particular to the development ofactive electronically

scanned array (ASEA)radars and to what extent they can be expanded to include weapons

effects [34]. At the same time, technological advances havebeen made in areas that HPM

weapons systems might depend heavily on. This includes the development of high energy

density capacitors, compact solid-state switches, compact pulsed power modulators, and all-

electric platforms.

2. Motivation: The last couple of decades have seen a dramatic increase in our dependence on

sensitive electronic equipment. This trend will only continue in the years to come as wireless

communcations systems move into the battlefield. The potential gain from exposing military

or civilian equipment to high power microwave radiation will most problably be high for

all foreseeable future. It is therefore reasonble to assumethat the research effort on HPM

weapons will continue on a substantial level in the years to come.

3. Computing tools: Recently, computers have become available that are powerful enough to

handle accurate, three-dimensional simulations of HPM devices. This has meant a new era

for microwave tube design through so-calledvirtual prototyping [68]. Fast computers will

also be important in developing multi-tube systems for increased power and “smart tubes”

that can optimize the effect on the intended target [1].

Based on these factors, we believe it is likely that a range ofHPM weapons will become a reality

within the next 10-15 years.

11.2 Near-future scenarios

Technologies to be used in a military setting will typicallybe judged not only by the performance

in terms of peak RF power produced, pulse length and radiation frequency. Equally important is the

size, weight, flexibility, and reliability of the systems. Figure 11.2 shows how the field strength will

vary as a function of distance from 3 hypothetical source emitting radiation at the 2GHz frequency.

The calculations are based on a simplified far field model withnegligible attenuation due to air
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propagation [71]. Likewise, it is assumed that the near-field is below the ciritical level for air

breakdown. In the graph, three different field levels are indicated, level A (100-1000 V/m), level

B (1-20 kV/m), and level C (>20 kV/m). These levels are meant to indicate different regimes for

effects on unshielded targets. A level A field strength will typically be sufficient to disturb and in

some case damage through front-door coupling, that is via a target antenna, provided the frequency

is well-mathced to the intended target [6, 38, 71]. Back-door disturbances is also possible as one gets

closer to the 1kV/m limit. In addition to the effects reported on level A, level B field strengths have

been reported to effectively stop vehicles [7], shut down oreven in some cases permanently damage

computers and computer network components [5]. Field strengths of level C would typically lead

to permanent damage on unshielded equipment through both front- and back-door coupling.

The smallest source shown in figure 11.2 (solid line) is a 1GW highly compact source. The antenna

is assumed to be circular with a radius of 0.5m, resulting in an estimated gain of 26 dB. This system

could probably be mounted on smaller patrol vehicles or installed in a casing as a mobile unit. We

see from the graph that level C effects will only be obtained at the limited range of 150-200m.

However, levels B effects should be observable at distancesas large as 3500m. Such a source could

therefore be effective in a wide range of small-scale applications. The mid-size source shown in

figure 11.2 (dotted line) is a 4GW source with a 1m radius and 32dB gain antenna. This system

could be mounted on larger vehicles, such as trucks. Medium-sized ships and airplanes could also

be possible carriers. From the graph we see that level C field strengths can be expected upto 600-

700m and level B field strengths upto 13-14km. The largest source shown in figure 11.2 is meant

to be 16GW multi-source system with a 2m radius and 38 dB gain antenna for larger ships and

airplanes. In this case we see that level C field strengths areexperienced more than 2.5km away

from the source. Even at 10km, the field strength will be more than 5kV/m. Even if we were to take

into account moderate attenuation due to atmospheric vapour, we expect the field strength at 30km

to be more than 1kV/m. This would represent a powerful directed energy weapon (DEW).

11.3 Most promising HPM source technology

In connection with the 3 different DEW scenarios just described, it is appropriate to ask which

HPM source technologies will most likely be used to produce the RF radiation. Devices that require

an externally applied magnetic field will typically be larger and either require a more powerful

energy source (electrically generated magnetic fields) or have a larger weight and production cost

(magnetic fields from permanently magnetic materials). Of the few devices that do not require

an externally applied magnetic field is the vircator, the reltron, and the MILO. These systems can

all be foreseen as part of mobile units. However, it is difficult to assess exactly what these three

devices currently can deliver in terms of RF power and energywhen put into an optimal weapons

design. The last scientific papers on the reltron were published about a decade ago [61]. The near-

future estimates then was that the reltron should be able to deliver RF energy levels of 1-4 kJ per

pulse (e.g. 1-2GW power for 1-2µs) with a repetition rate of upto 100Hz. Even though the more

optimistic prognosis might not have materialized, it is likely that the reltron tube today can deliver
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Figure 11.2:

1kJ per pulse with a repetition rate of 10-20Hz. Currently, more modest versions of the device are

commercially available from the Titan Corporation [69].

The research on the MILO was initiated in the USA. Again, the unrestricted publication of research

results was terminated around a decade ago [43]. At that time, issues regarding anode plasma

formation causing pulse shortening was studied. Some papers from the US MILO research were

published in 2000/2001 indicating possible solutions to these problems, but the information in these

later papers have clearly been made less specific [44]. Basedon the information given in the last few

US MILO papers, it is reasonable to assume that US MILO devices have produced RF energy levels

well over 1kJ per pulse (e. g. 2-3GW for 0.5-1µs). What they have achieved in terms repetition rates

is more uncertain. In addition, both the Chinese and the Koreans have had solid MILO programs

running over the last decade. This has for instance resultedin improvements on the MILO efficiency

by introducing movable parts [31]. The Chinese MILO is also reported to be higly compact with

diameter of 26cm and a tube length of 70cm. So far, the experiments reported from these two

countries have not included powerful enough pulsed power systems to really study the behaviour

of long pulses [31, 48]. However, a numerical study of the Chinese model estimates power levels

around 4GW and an efficiency of around 12%.

The technology of the vircator has needed more time to maturethan what is the case with the reltron

and the MILO. This has to do with the low efficiency of the original vircator designs. In recent years,
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the reflex triode has shown promising efficiency levels [47, 57], around 10%. Once again, it seems

like the Chinese are dominating the list of publications in recent years. There is even evidence of

some collaborations going on between the USA and China on thevircator research. So far, the reflex

triode has been reported to produce roughly 200ns pulses with around 500MW of power. Assuming

the efficiency is not significantly reduced when increasing the pulsed power, results comparable to

that of the reltron and the MILO should already be possible.

Gradually, information on the research on HPM sources is becoming harder to obtain. However, the

papers that have been published in recent years indicate that progress is being made. The reason for

the reduced amount of information is therefore most likely an indication that HPM source develop-

ment is leaving the purely academic arena and entering the engineering and commercial arena. It

will still take some years before HPM based weapons will find its natural place in military settings.

Weapons of this kind depend on a variety of technologies, notonly the HPM source itself. Research

in the years to come will therefore focus on the supporting technologies rather than on the HPM

sources themselves.
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A Small-amplitude wave analysis

A common technique in linear wave analysis is to linearize the governing equations by neglecting

all terms of higher than first order. To achieve this, all relevant quantities should be expressed as an

equilibrium solution with a small-amplitude, wave correction added to that. To be able to illustrate

the procedure on a simplified problem, we will make the following assumptions: (1) Fluid velocities

are well below the speed of light. Therefore, no relativistic corrections or self-consistent magnetic
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fields need to be taken into account. (2) All equilibrium solutions are uniform. (3) All relevant

waves propagate in thez−direction. (4) The particles are restricted to move parallel to the wave

propagation, that is in thez−direction. (5) Wave amplitudes are only allowed to vary as a function

of r⊥, position perpendicular to the wave propagation. Initally, we will only make the first two

assumptions. Later, when all 5 assupmtions are made, the model will be identical to that used in the

analysis of space-charge waves in section 3.2.

We will find a linear solution to a system described by equations 2.7, 2.9, and 2.10. All physical

variables are expressed on the form

f(r) = f0 + δf(r)ei(k·r−ωt). (A.1)

We will refer toK = ω/c as the free space wavenumber. Starting with equation 2.7 andassuming

the functional form given in equation A.1, we get

∇
2δE − (k2 − K2)δE = ǫ−1

0 (ik + ∇)δρ − iωµ0δJ . (A.2)

Next, we look at the continuity equation, equation 2.9, which in linearized form can be written as

−iωδρ + (ik + ∇) · δJ = 0. (A.3)

Finally, the momentum equation, equation 2.10, will in the current context look like

[−iω + v0 · (ik + ∇)]δv = − e

m
δE. (A.4)

In addition, we need the linearized relation between the amplitudes in current, charge density, and

velocity,

δJ = δρv0 + ρ0δv, (A.5)

to be able to find a dispersion relation.

At this point, we will invoke the last 3 assumptions listed above before trying to find a dispersion

relation based on thez−component of equation A.2. From equation A.4 we get

δvz = − ieδEz

m(ω − v0zk)
. (A.6)

By combining equations A.5 and A.6 with equation A.3, we get the following expressions for the

charge density and current, respectively:

δρ =
kρ0

ω − v0zk
δvz =

ikǫ0ω
2
p

(ω − v0zk)2
δEz (A.7)

and

δJz =
ω

k
δρ =

iωǫ0ω
2
p

(ω − v0zk)2
δEz (A.8)

whereω2
p = e2n0/(ǫ0m) = −eρ0/(ǫ0m) is the electron plasma frequency squared. Inserting

equations A.7 and A.8 into thez−component of equation A.2, results in the following:

∇
2
⊥δEz − (k2 − K2)

[

1 −
ω2

p

(ω − v0zk)2

]

δEz = 0. (A.9)
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Figure B.1: Bessel functions of the first (Jν(x)) and second kind (Yν(x)) plotted with solid and

dotted lines, respectively. The black, blue, and red lines correspond to, in the same order,ν = 0, 1, 2.

B Bessel functions

The Bessel functions are general solutions to theBessel’s differential equationthat can be written

as

x2 ∂2f

∂f
∂x2 + x

∂f

∂x
+ (x2 − ν2)f = 0 (B.1)

for an arbitrary real or complexν. This differential equation, or a variant of it, occurs naturally

when solving problems of wave propagation in cylindrical orspherical symmetry. Since equation

B.1 is of second order, there exist two linearly independentsolutions, known as the first (Jν(x)) and

second (Yν(x)) kind Bessel functions of orderν. The former function can be written as

Jν(x) =
∞
∑

m=0

(−1)m

m!Γ(m + ν + 1)

(x

2

)2m+ν
, (B.2)

where

Γ(x) =

∫ ∞

1
e−ttx−1dt +

∞
∑

n=0

(−1)n

n!(x + n)
(B.3)

is the standardΓ-function. The second kind Bessel function relates to the first kind by the expression

Yν(x) =
Jν(x) cos(νπ) − J−ν(x)

sin(νπ)
, (B.4)

which in case ofν being an integer must be evaluated by taking the limit. In this case, we can utilize

the following two properties

Z−ν(x) = (−1)νZν(x), (B.5)
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and
dZν(x)

dx
= ±Zν∓1(x) ∓ ν

x
Zν(x), (B.6)

whereZν(x) here represent eitherJν(x) or Yν(x). The property in equation B.6 also implies that

dZ0(x)

dx
= −Z1(x) (B.7)

and

Jν(x)
dYν(x)

dx
− Yν(x)

dJν(x)

dx
= Yν(x)Jν+1(x) − Jν(x)Yν+1(x). (B.8)

From [2] we have that the expression in equation B.8 equals2/(πx). Both Bessel functions are

plotted in figure B.1 using solid (Jν(x)) and dotted (Yν(x)) lines, respectively, forν equals 0 (black),

1 (blue), 2 (red).

If the argument is assumed to be purely imaginary, written asix wherex is real, we get what is

known as themodified Bessel equation,

x2 ∂2f

∂f
∂x2 + x

∂f

∂x
− (x2 + ν2)f = 0. (B.9)

The two, linearly independent solutions to equation B.9 areknown as the modified Bessel functions

of the first (Iν(x)) and second (Kν(x)). These functions can be expressed as

Iν(x) = i−νJν(ix) (B.10)

and

Kν(x) = π
I−ν(x) − Iν(x)

2 sin(νπ)
, (B.11)

and are plotted in figure B.2.

In the case of spherical, rather than cylindrical, wave propagation, a differential equation similar to

x2 ∂2f

∂f
∂x2 + 2x

∂f

∂x
+ [x2 − ν(ν + 1))f = 0 (B.12)

might occur. This is known as thespherical Bessel equation. The solutions are correspondingly

named the spherical Bessel functions of the first (jν(x)) and second (yν(x)) kind. These functions

depend on the original Bessel functions through the relations

jν(x) =

√

π

2x
Jν+1/2(x) (B.13)

and

yν(x) =

√

π

2x
Yν+1/2(x) (B.14)

and are plotted in figure B.3.
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Figure B.2: Modified Bessel functions of the first (Iν(x)) and second kind (Kν(x)) plotted with

solid and dotted lines, respectively. The black, blue, and red lines correspond to, in the same order,

ν = 0, 1, 2.

Figure B.3: Spherical Bessel functions of the first (jν(x)) and second kind (yν(x)) plotted with

solid and dotted lines, respectively. The black, blue, and red lines correspond to, in the same order,

ν = 0, 1, 2.
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