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English summary

It is important, both to the military and civilian community be able to predict the strength and
propagation pattern of shock waves generated from the dbonof high explosives. This report
documents a comparative study of two different simulatioold, AUTODYN and Regularized
Smoothed Particle Hydrodynamics (RSPH)used in the study of shock waves in #&tJTODYN

is a commercially available software based on several ngalegolvers and has been used at FFI
for quite some timeRSPH, based on the numerical meth8dhoothed Particle Hydrodynamics
(SPH), is a software package initially developed at the UnivgrsftOslo in collaboration with the
Norwegian Defence Estates Agency. Over the last coupleafythough, FFI has also provided a
major contribution to the on-going development of the colids development has been motivated
by the general desire to accurately model nonlinear probierfiuid dynamics.

In this work we compare the numerical results obtained WWthTODYN and RSPH on two-
dimensional shock problems. The tests assume either plarggtindrical symmetry. The results
from the two different software packages are to a large degualitatively similar, although quan-
titative differences occur. Furthermore, the study reveaimajor difference in accuracy between
the two solvers available IAUTODYN for treating this kind of problems. The more commonly
usedGodunov solver is shown to be substantially less accurate than tier tvo solvers. As for
computational spee®®SPH seems to be roughly twice as fastAldTODYN. .
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Sammendrag

Det er sveert viktig, bade i militeer og sivil samanheng, & leufamutsja styrken og forplantingsmean-
steret til sjokkbglgjer frA detonasjonar av hageksploBignne rapporten dokumenterar ei saman-
liknande studie av to ulike simuleringsverktiUTODYN og Regularized Smoothed Particle
Hydrodynamics (RSPH), til bruk ved studie av luftsjokkAUTODYN er ein kommersielt tilgjen-
geleg programvare basert pa fleire ulike lgysingsmetodghao i lengre tid har vorte brukt pa FFI
til mellom anna & studere luftsjoklRSPH, basert pa lgysingsmetod&moothed Particle Hydro-
dynamics (SPH) er ein programvare som opprinneleg vart utvikla ved usitetet i Oslo i samar-
beid med Forsvarsbygg. | dei seinaste par ara, har 6g FFé gj&tige bidrag til vidareutviklinga
av koden. Denne utviklinga har vore motivert av eit genesaltke om ngyaktig & kunne modellere
ikkje-lineaere problem i fluiddynamikken.

| dette arbeidet samanliknar vi numeriske resultat fra &nmgar medAUTODYN og RSPH pa
todimensjonale sjokkproblem. Testane antek anten planflindrisk symmetri. Resultata fra dei
to ulike programma viser stor grad av kvalitativt samsvamyel om det finst ein del kvantitative
skilnader. Vidare viser studia at dei to lgysingsmetodaA8 TODYN som er aktuelle for denne
type problem, gjev hggst ulik ngyaktigheGGodunow-lgysaren, som er den mest vanleg brukte
lgysaren, har vist seg a vere langt mindre ngyaktig enn dmidee lgysarane. Nar det gjeld rekne-
farten pa dei to programvarane, ser det ut tiR&PH er opptil dobbelt sa rask soAUTODYN .
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1 Introduction

It is important, both to the military and civilian community be able to predict the strength and
propagation pattern of shock waves generated from the aigbonof high explosives. An example
of this is the need to estimate the necessary safety rangacdaeanmunition storage facilities. The
nonlinear character of such problems often makes analygihods inadequate tools in obtaining
accurate estimates in complex geometries. Instead, omeafigrneeds to use a combination of
high-quality experiments and accurate numerical modetgeSelevant experiments often will be
both highly time-consuming and costly, being able to adelysimulate detonation processes and
shock wave propagation numerically is of utmost importaimcacreasing our understanding of
such problems. In pursuit of accurate simulation resultsnegd to improve both the underlying
physical models as well as the numerical techniques useamve the equations which represent the
models. An example of how difficult it might be to reproduc@esimental results, is the simulations
of detonation inside an underground ammunition storagéitfaperformed at FFI by Teland and
Wasberg [22]. They report simulated peak pressure valwsatie roughly 2.5-5.0 times higher
than the measured peak pressure values for a detonatiogect@nsisting of 210000kg TNT. It is
uncertain whether the large deviation is caused mainly byrglin the physical model or in the
numerical interpretation of the model.

In this work we focus on aspects of different numerical medeiile keeping the physical model
fairly simple. This is done by comparing the solutions framo twidely different numerical codes
on problems which involve the detonation of high explosivetsvo-dimensional geometries, either
planar or cylindrically symmetric. The high explosives (He modelled using the constant volume
description, rather than using the commonly favoured JWladqgn of state of TNT-profiles [16].
In the current description, the HE are assumed to have basgmianeously transformed into hot,
dense ideal gas. With this assumption, a single-fluid modeltwe used. The two codes to be
compared in this study are the commercially available so@UTODYN and the academically
developed methoRegularized Smoothed Particle Hydrodynamics (RSPH)

1.1 Model equation

The governing equations for the evolution of a non-viscadeal fluid can be written on integral
or differential form, based on a Eulerian or Lagrange desion. For the case of an Eulerian
description on differential form, we have:

dp

5%tV (pv) = 0, (1.1)
a(g:) LV (pov) = —Vp, (1.2)
8(;:) + V- (pev) = —pV v, (1.3)
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with the additional constraint given by the adiabatic eumeodf state

p= (7~ ep. (1.4)

Equations 1.1-1.3 can be rewritten for the Lagrangian cgsasing the Lagrangian derivative
D/Dt =0/0t +v -V as follows:

Dp

o = —PV-v), (1.5)
Dv  V.p

DT (1.6)
De P

The latter formulation is in many respects simpler than trener and is appropriate when describ-
ing the evolution of the system as seen by an observer fallpie fluid flow.

1.2 AUTODYN

AUTODYN was developed bgentury Dynamicsbut is now part of th&ANSYS Workbench Plat-
form. The software has been widely used at FFI since 1997, seRg.4.is an explicit hydrocode
that includes several different solvers, including Eulestfi Godunov and FCT), Lagrange, Ar-
bitrary Lagrange Euler, Smoothed Particle Hydrodynam&t®ll, and Beam. Each solver has its
strengths and weaknesses and is suitable for solving arceatage of problems. When modelling
shock waves one would use an Euler solver, either Goduno\Car (Flux-Corrected-Transport).
The Godunov method reaches a solution by solving the locainBhn problems at all cell inter-
faces [9]. The FCT method has an additioaati-diffusionstep which, as the name implies, corrects
for the numerical diffusion otherwise introduced in the rauital solution [3]. Combined with an
extensive material model library, and a user-friendly,pbieal interface, this makes AUTODYN
a versatile numerical tool. But like any other piece of saftey AUTODYN has its shortcomings.
When studying shock wave effects, the more important isaitbsAUTODYN seems to be

e The software has an upper limit on the number of calculatiotes of aboutt - 10%. Pre-
and post-processing on a standard PC seems at present ¢e tbéumaximum number of
calculation nodes to abouit- 10 in practical situations [2].

e The Euler solvers are not adaptive. This means that the caieot automatically change
node size in time and space to better adapt to the dynamit® giroblem. This is a feature
which in the last 10-15 years have been introduced in manyenical codes dealing with hy-
drodynamical problems to reduce CPU-time and memory usgandnd three-dimensional
modelling.

e Despite the impressive range of solvers found in AUTODY Nmight be difficult to handle
certain sub-classes of problems. One such sub-class @s/the interaction between shock

8 FFl-rapport 2009/00155



waves in gas and easily fragmented solids. The former phasevould describe in AUTO-
DYN by an Euler solver, the latter phase can only be handlegesty by SPH (or similar
methods). Unfortunately, no coupling techniques exishadurrent version of AUTODYN
between the Euler solvers and SPH.

e Much research is still needed in order to properly undedsthe physics of detonation pro-
cesses and shock wave propagation in non-ideal media. W¥iag to understand the fun-
damental mechanisms of a physical problem through the useirokrical simulations, it
is important that the researcher is free to modify and adhsthumerical code as deemed
necessary. With AUTODYN, the possibilities for performimpdifications is limited.

e With a small number of licences available, managed througbrdine authentication proce-
dure, the access to the software is restricted. This camipaitg represent a bottleneck in the
daily workflow causing unnecessary delays in the researls. Can in particular be the case
if several time-consuming simulations are required to iarutaneously.

1.3 Regularized Smoothed Particle Hydrodynamics (RSPH)

Regularized Smoothed Particle Hydrodynamics (RSPHis different from AUTODYN in almost
every aspect, except that this method is also designed wiéhaon-linear problems in fluid dy-
namics. The method is an extension to the meshless m&hmbthed Particle Hydrodynamics
(SPH)[14]. (SPH is also included as a solver in AUTODYN. Howevie EPH solver in AUTO-
DYN is not suitable for studying shock waves in compressihiiels due to the way the method has
been implemented there.) SPH was originally developeddodling gas dynamics in astrophysical
applications characterized by large variations in deresity free surface boundaries [8]. Later on,
SPH has found good practical use in the study of highly deéarior fragmented solids [1] and free
surface water waves [6]. The method is Lagrangian, meahaighe computational nodes, referred
to as particles, move with the fluid flow. This implies that tfeele density which inevitably controls
the resolution of the description will in general be varylngth in time and space. The method is
very robust when it comes to coping with highly irregulartide distributions, at the expense of
reduced accuracy and possibly also efficiency. The star&Rkimethod is therefore not considered
particularly well suited for studying shock wave phenomena

RSPH was developed, both as a method and a code, at the Ulyivér®slo [4, 5]. What distin-
guishes RSPH from the more standard SPH method, is the flgxikith which the resolution can
be made adaptive, and the regularization technique intextitio prevent the particle distribution
from becoming too irregular. In contrast to what is the cagk standard SPH, resolution no longer
needs to be a function of the initial particle distributiomdathe subsequent, time-dependent flow
pattern. RSPH is able to maintain high resolution in regimfristerest, for example near shock wave
structure, and low resolution elsewhere. Comparisons eigieriments, e. g. [16, 17], have shown
good accuracy in simulating shock waves generated by dingrizigh explosives. Through a reg-
ularization process performed at suitable time intentaks numerical description is re-evaluated to
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Figure 1.1: Colour maps of the resolution profile at two psitih time (t=2.5 and t=15.0) for a
typical simulation of the plane chamber test described &ptér 3.

achieve a more optimal description as well as to remove utaslarregularities in the particle dis-
tribution. Combined with the capability of handling freefaiges, inherited from standard SPH, the
adaptive nature of RSPH makes the code ideal for studyingj-diniensional shock wave propaga-
tion in an ambient medium. In figure 1.1 this is illustrateddmyour maps of the resolution profile
at two points in time (t=2.5 and t=15.0) for a typical simidatof the plane chamber test described
in chapter 3. Brighter colours mark low resolution regioreatively speaking, while the darker
colours mark the high resolution region. The red colouregiores are outside the computational
domain. An exception to these colouring rules is found inrdgions defined by y < 2.2m, y >
13.8m, and x > 6m at t=2.5ms. Black colouring in these regindigate that no particles have yet
been generated here and that the ambient gas conditioruimedgo apply.

Having first hand knowledge about and access to a reliablesricah code is of vital importance
when trying to investigate which mechanisms can, undeouarconditions, be important to the
description of detonation processes and shock wave propag@®ne good way of achieving this
is to build a code from scratch. There are however severa adijections that can be raised
against developing and maintaining a non-commercial cddehe particular case of the RSPH
code, objections that can be raised against using the cederanstance:

¢ Although the main functionality of the code has already bdeweloped, maintenance and
further developments still takes time. It will usually be @ne time-consuming approach
than relying purely on commercial software. Extending tinectionality of the code include
e.g. solids will require a considerable programming effort
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e To fully utilize the adaptive features of RSPH one is reqilii@have a fairly in-depth knowl-
edge of how the code works. The learning curve is therefdherateep.

e Since RSPH is based on SPH, which usually is considered tivedyaslow method when
modelling shock waves, an adaptive mesh code could be a fasien. To the extent that
adaptive mesh based codes are commercially availablentgig be an even better option.

e Setting up a new problem may take longer since no library edefined materials is available.

1.4 Outline of the work

The rest of the report is devoted to presenting simulaticuolte from one- and two-dimensional
tests made by using either the RSPH code, the Godunov sdiibe AUTODYN code, or the
FCT solver of the AUTODYN code. In chapter 2 we focus on twoamidealized tests which in
reality can be formulated in one dimension. These tests thevbenefit of being widely used in the
literature, and comparisons can therefore be made agaiostrksolutions. In chapter 3 we look at
truly two-dimensional problems in plane symmetry. We désctine ability of the codes to describe
Richtmyer-Meshkov instabilities naturally occurring imese types of problems. We also present
results from simulation of a detonation in a fairly compl@iane symmetric chamber. This test
also illustrates how well solid boundaries are treated éntito codes. Results from the simulation
of a cylindrically symmetric chamber with a barrier in froot the tunnel opening is described
and compared in chapter 4. Through these tests we will shatittie difference between the two
AUTODYN (Godunov and FCT) results in most cases are largan the difference between the
RSPH results and the AUTODYN FCT results. Why this is impatrt@ note is discussed in the
final chapter, chapter 5.

2 One-dimensional tests

In this chapter we present results from simulations of tvetstéhat exhibit spatial variation only in
one dimension. The AUTODYN code has represented this as-diarensional chain of grid cells.
The RSPH code solves the problem in a truly two-dimensiooaiain, but where the domain extent
perpendicular to the-axis is much less than unity. CPU times have therefore neh loempared
for these two cases. Instead, we compare accuracy and thieenuwhcomputational nodes in a
one-dimensional chain.

2.1 Strong shock with extreme jumps in pressure and velocity

The first test is in [24] described as a severe problem to ta#samly in terms of numerical stability
and robustness, but also when it comes to conservation afitheerical method. In fact, non-
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Figure 2.1: Density (left) and velocity (right) profiles for the extresteock test at = 2.5 x 10~6.
We have plotted the 4 compared solutions obtained with tHEGNY N Godunov solver
(red), the AUTODYN FCT solver (green), the RSPH solver with, >~ 570 (blue)
and < n, >~ 840 (grey).

conservative schemes tend to produce incorrect shockigrasitespecially in the case of strong
shocks. The initial condition is defined within the compiataal domaind < 2 < 1 and consists of
a left and right hand state separated by a membrane=a).5. The initial state vectog = (p, v, P)
can be written in dimensionless units as

(1.0,0.0,1.0 x 101%) for0 <z < 0.5
q= (2.1)
(0.125,0.0,0.1) 0.5 <z < 1.0.

This initial condition creates a supersonic shock.

The problem is solved using AUTODYN with either the GodunaV€T solvers, both utilizing
1000 grid points uniformly placed in a one-dimensional ramcure. The RSPH code was run
twice, in both cases utilizing a non-uniform, non-statictigée distribution. The time averaged
particle number along the-axis was< n, >~ 570 and < n, >~ 840, respectively, in the
two simulations. In Figure 2.1 we have plotted the densitg welocity for all the 4 different
simulations at timeé = 2.5 x 10~%. The red and green curves correspond to the Godunov and FCT
solutions, respectively, while the blue and grey repretiemtwo RSPH solutions. In addition to
the 4 numerical solutions, we have plotted a straight, ddites in both plots indicating the correct
density and velocity level in the approximate interval8 < = < 0.85 and0.6 < x < 0.85,
respectively, as given in [24].

12 FFl-rapport 2009/00155



First, we notice how the Godunov solution deviates subistgnfrom the other 3 solutions. The
local maximum in density is generally underresolved andrerspecifically, underestimated by
roughly 16%. Also the top velocity is underestimated. Iniaod, the strong shock has moved faster
in the Godunov solution, possibly indicating a lack of camagon. As for the other 3 solutions,
only minor differences separate them. If we look closely,see that the green curve in the density
plot representing the FCT solution is situated slightlywabboth the two RSPH solutions as well as
the correct level indicated by the dotted line in the inteéfv@ < 2 < 0.85. In contrast, both the two
RSPH solutions reveal some overshoot at the strong shodopoat = ~ 0.85. Apart from this,

all 3 solutions can be said to be highly accurate. It is howeaticeable that the lower resolution
RSPH simulation achieves this with a more thi@; reduction in computational nodes compared
to that used by the AUTODYN FCT solver.

2.2 Two interacting blast waves

A much used test problem describing the interaction of tvestivaves was proposed by Woodward
and Colella in 1984 [23]. It involves multiple interaction§ strong shocks and rarefaction waves
with each other and with discontinuities. The gas is ifitiak rest in the interval < z < 1 with
reflecting boundary conditions on either sides. The ind&isityp is 1 throughout the interval. The
blast waves are driven by two large steps in the pressurdeeaftording to the expression

1000 for0<x<0.1
P=<¢0.01 for0.1<z<09 (2.2)
100 0.9 <z < 1.0.

Notice the asymmetry which is built into the problem as the pwessure jumps are not identical.
The analytic solution to this problem is not known, but higsalution results obtained with codes
based on finite difference calculations on a nonuiform Eaemesh have been presented [23].
The density and velocity profiles at 3 different points ingiare shown in Figure 2.2. Just as in the
previous case, 4 different solutions are plotted. The God(red) and the FCT (green) solutions are
obtained with 1000 uniformly distributed grid points. TheotRSPH solutions use time-averaged
particle numbers ok n, >~ 750 (blue) and< n, >~ 900 (grey), respectively.

The two blast waves are seen to propagate into the interteddia pressure gas. At the same time,
rarefaction waves form and propagate outward toward thadeies, where they are reflected. The
difference in the left and right hand blast wave Mach numloansses the difference in shape of
the shock profiles, as seentat= 0.016. The shocks collide at = 0.28 creating an extremely

sharp density peak. The reflected rarefaction waves havgstirhe caught up with the shocks and
weakened them. The profilestat 0.038 are a result of multiple interactions of strong nonlinear
continuous waves and a variety of discontinuities. Just #ss previous case, the Godunov solution
is the less accurate of the 4 solutions. This is mostly reeehl the lower fluid velocities and the

errors in the shock positions, the latter applies in paidicto the rightmost strong shock. The peak
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Figure 2.2: Density (left) and velocity (right) profiles féne two interacting blast waves test at 3
different points in time. We have plotted the 4 comparedtisois obtained with the
AUTODYN Godunov solver (red), the AUTODYN FCT solver (grebie RSPH solver
with < n, >~ 750 (blue) and< n, >~ 900 (grey).
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level att = 0.28 is much too low, less than half the value reported in [23]. Pkak level is not
much higher in the first of the two RSPH solutions (blue), itegpe fact that the solution elsewhere
is highly consistent with the FCT and second RSPH solutions.

It might seem odd that the modest increase in the time-agdragrticle number from 750 to 900
reduces the error in the peak density level at 0.28 from roughly 50% to practically 0 (compared
to [23]). This is because the second solution has allowedeth@ution to be increased additionally
when the blast waves collide. This increase is only appliea restricted region in space and
for a short interval in time. Apart from this single diffe@ the two RSPH solutions are more
or less identical. This illustrates nicely how the adaptiature of the code can be utilized to
improve accuracy at critical points in time and space at logt.cThe FCT solution once again fits
better with the RSPH solutions than what is the case with th@u@ov solution. The peak level at
t = 0.28 is quite high considering that a uniform grid is used. Thiglig to the FCT technique

of compensating for the inherent numerical diffusion irdgrodes, giving higher peak values than
what would otherwise be possible to achieve.

3 Two-dimensional, plane symmetric tests

In this section we will consider a cylindrically shaped de&rdescribed in a two-dimensional, plane
symmetric model. The charge is assumed to consist of TNTauittass density df630kg/m? and

a specific energy of 4.29MJ/kg. These material propertiesespond to the TNT-2 model in the
AUTODYN material library. The charge has an initial radis58.7mm and is surrounded by air
with an assumed density df293kg/m? and a pressure of 1 atm. We will consider this charge
in two different scenarios. The first problem is a close-upnscio where we look at the near-
field description with a particular attention to Richtmyéeshkov instabilities [10, 25]. The second
problem consider the propagation of shock waves genergttdsocharge in a larger, more complex
chamber.

3.1 Richtmyer-Meshkov instabilities

The instability of a material interface under the accelerabf an incident shock was predicted
theoretically by Richtmyer in 1960 [19] and experimentalbynfirmed by Meshkov ten years later
[13]. The phenomenon, closely related to the Rayleigh-draiyistability [21], is now known as the
Richtmyer-Meshkov (RM) instability. This instability contributes to the mig of materials, which

in turn can lead to interactions between different layersaferial. Such mixing processes can be
important in describing chemical reactions occurring whetonating high explosives. Other areas
of physics where this can be important is in inertial confieatrfusion and supernova explosions
[20]. Several theoretical, numerical, and experimentadliss have therefore been devoted to the
phenomenon [10, 12, 20, 25]. The basic mechanism of the Ridhili$y is illustrated by Figure 3.1

FFl-rapport 2009/00155 15
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Figure 3.1: A schematic illustration of the mechanism bdhine Richtmyer-Meshkov instability.
Taken from [25].

taken from [25]. A shock interacts with a material interfageg. contact discontinuity. As a result,
the shock is separated into a transmitted and a reflected Waneeinterface itself is accelerated in
such a way that any perturbations on the interface grows.

The initial condition of this test is in principle cylindat. However, RM instabilities are expected to
allow small perturbations to grow and thereby destroy tmeragtry. (In real life experiments, small
deviations from perfect symmetry will always exist. Thiglso the case in numerical descriptions.)
A one-dimensional, cylindrical description is thereforet malid if you want to capture mixing
processes naturally occurring during the detonation of WEeduce the computational cost, we do
however assume that the angular variations can be suffic@éescribed by looking at one quadrant
of the full, cylindrical problem. The problem was run for 1mgh 4 different resolutions of each
of the three solvers. In AUTODYN, the problem is solved in a Byr2m region usin@00 x 200
(runa), 400 x 400 (runb), 800 x 800 (runc), and1000 x 1000 (rund) grid cells, using either the
Godunov or the FCT solver. In RSPH the problem is solved in d%@m region. However, when
performing regularization particles are only placed witaicircular sub-domain. The radius of this
sub-domain must be chosen so that any perturbations cayshd Hetonation do not propagate all
the way to the boundary of the modelled sub-domain beforenéixé regularization is performed.
The smallest allowed particle size in the 4 RSPH simulatisd®mm (rura), 5mm (runb), 2.5mm
(runc), and 1.25mm (ruml). The test described in this section has also been used geatrstudy
[11]. There, the computations used wedge shaped grid ckitdhwvgradually expanded radially from
an initial resolution ranging from 0.2mm to 0.8mm. The pesblwas run on a 25 processor Linux
cluster. This represents a high-resolution referenceisalu

Immediately after detonation, an initial shock propagatesvard sweeping up ambient gas and
thereby increasing the air density by roughly a factor 4 ddthermal pressure by nearly a fac-
tor 100. Behind the initial shock, a contact discontinuitplges. It is small irregularities on this
discontinuity front that grow due to the RM instability. Ingkires 3.2 and 3.3 we show the density
profile at t=0.35ms as found by the RSPH and FCT solvers, cdégply. The figures illustrate from
the top left panel to bottom right panel, the solutions far thnsa-d. The characteristic, finger-
like structures caused by the RM instability can alreadydsns We also note that an increase in
resolution causes the fingers to become longer and thinrtex. REPH solutions reveal relatively
large growth rates with a fairly uniform angular distrilmrtiof fingers. Small-scale noise is visible
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Figure 3.2: Density profiles produced by the RSPH solver ia Richtmyer-Meshkov test at
t=0.35ms. Shown from the top left panel to the bottom righigbare the solutions
froma-d.

at the initial shock front. In the case of FCT, the fingers groare slowly. The finger structures

are mostly found near the diagonal. Neither the RSPH resoltdhe high resolution results pre-
sented in [11] show any indications of an angle dependentthroate for the instability structures.

More likely, the FCT results show signs of what could be amdased numerical viscosity near the
boundaries. In other words, this is probably a non-physeature of the FCT solver.

A similar overall picture is seen in Figures 3.4 and 3.5 singvthe RSPH and FCT density profile,
respectively at t=0.80ms. The finger-like structures inuFég3.4 are thinner and longer than the
corresponding structures in Figure 3.5. The resolutiodysin [11] finds the finger-like structures
to become thinner, longer, and more irregularly shapedssuton is increased. Figures 3.4 and
3.5 can therefore be interpreted as indicating a highectfieresolution in the RSPH results than
in the corresponding FCT results. The angular distributibingers in the FCT solutions are still to
some extent anisotropic. Nevertheless, the RSPH and F@Itsean be said to be largely consistent
with each other and with the results in [11]. The Godunov ltesan the other hand, are distinctly
different from the other results. Figure 3.6, which showe &odunov solution at time t=0.80ms,
exhibit no traces of any instabilities. In fact, the solatis very smooth with negligible deviations
from cylindrical symmetry. This shows that the Godunov soli& not capable of capturing these
small-scale phenomena, presumably because the level drieaihdissipation is too high.

To be able to study the differences between the solutionsdfdny the three solvers more closely,
we wanted to record the temporal variations of density aedqure at a given point in space. One
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Figure 3.3: Density profiles produced by the FCT solver inRiehtmyer-Meshkov test at t=0.35ms.
Shown from the top left panel to the bottom right panel aresthiations frome-d.

Figure 3.4: Density profiles produced by the RSPH solver ia Richtmyer-Meshkov test at
t=0.80ms. Shown from the top left panel to the bottom rightgbare the solutions
froma-d.
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Figure 3.5: Density profiles produced by the FCT solver inRiehtmyer-Meshkov test at t=0.80ms.
Shown from the top left panel to the bottom right panel aresthiations froma-d.

Figure 3.6: Density profiles produced by the Godunov solvethie Richtmyer-Meshkov test at
t=0.80ms.
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of the advantages of this type of plots is that they more yasih be compared with experimental
data often collected using sensors. There is however ordafnental difference between RSPH
and the two AUTODYN solvers when it comes to producing semsta. The latter two are grid
solvers where sensor data is obtained by simply extradtie¢eimporal variations at the nearest grid
point. Since the computational nodes in RSPH (the parjictes/e with the fluid flow, additional,
immobile sensor points must be defined in order to obtainkimg of data. To find the state at a
sensor point, an SPH interpolation must be performed. Ak palues in e.g. density or pressure
found by particles infinitely close to a sensor point willedio the interpolation, lead to a slightly
smaller peak on the sensor point. Therefore, slightly lopeak values are typically found when
plotting sensor data rather than particle data directlgnfem RSPH simulation.

In the current set of simulations we have put two sensorgyaioa diagonal, at a distance of 0.5m
(sensor 1) and 1.0m (sensor 2), respectively. Figure 3.Wslioe temporal variations in density
(top panels) and thermal pressure (bottom panels) founefigos 1 (left hand panels) and senor 2
(right hand panels) in the RSPH solutions. The black, blueery and red lines show the results
from simulationsa-d. We see from the left hand plots that the initial shock hitssee 1 at approxi-
mately t=0.12ms. The subsequent contact discontinuity aee=0.15ms gives a sharp density peak
at sensor 1. At the location of sensor 2, the initial shock@srat roughly t=0.29ms, while the
discontinuity is first detected at t=0.37ms. Based on thearnimes at the sensors, we estimate
the average velocities of the fast shock and the contacbuliswity between the two sensors to
be 2940m/s (Mach number 8.9 relative to a sound speed of pB@3m/s) and 2273m/s (Mach
number 6.9 relative to a sound speed of roughly 330m/s).

The corresponding FCT sensor data plotted in Figure 3.8 fie quell with the results of Figure
3.7. One notable difference is the way the two solvers titeatcontact discontinuity at sensor 1
in the low resolution limit: Using the RSPH solver, the peaksity value is substantially reduce
when resolution is reduced. However, the arrival time ofitbak remains more or less unchanged,
roughly 0.15ms. The peak density value associated withdhtact discontinuity does not vary so
much between the high and low resolution runs when using @i $olver. This may in part be
because the resolution in RSPH simulatiis greater than the corresponding resolution in FCT
simulationd, with reduced peak density value in the latter simulatiom assult. In contrast, the
higher peak density values in FCT simulaticaandb compared to that oRSPH simulationsa
andb are probably an effect of tH&ux correctionthat tries to compensate for amplitude drops due
to numerical dissipation. In addition, there is a distimentl towards shorter arrival times for the
contact discontinuity, when the resolution is reduced. nSadight of the corresponding RSPH
results, it might seem as if tHeux correctionmaintains relatively high peak density values at the
expense of overestimated propagation speeds. To supothdory, we see that the peak pressure
values in the FCT simulations, at both sensors, decreasesakition increases. Moreover, there
is a large degree of agreement between the high resolutakgessure values found in using the
RSPH and FCT solvers. In Figure 3.9, the corresponding selada for the Godunov solver have
been plotted. It can be seen that the peak density values @k lower than what was the case
for the other two solvers, while the peak pressure valueseagrasonably well with that shown in
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Figure 3.7: Temporal variations in density (top panels) ahdrmal pressure (bottom panels) as
seen by sensor 1 (left hand panels) and sensor 2 (right handlggin the RSPH simu-
lationsa-d (line colours black/blue/green/red).

Figures 3.7 and 3.8. Again we see that the Godunov solutimseay smooth with no traces of
the small-scale fluctuations seen for the other two sol@osnparisons of Figures 3.7, 3.8, and 3.9
clearly document the inferior performance of thedunov solver compared to that of the other two
solvers.

So far, we have only evaluated the accuracy obtained in etssimulations in view of the theo-
retical resolution as indicated by the number of computatimodes. In practice, a more important
guestion is what accuracy can be achieved with a given CRigiment. The answer to this question
is obviously not only dependent on the chosen simulatiotwsoé, but also on the hardware used.
All the simulations discussed in this report were run on cotegs of comparable speed. Although
there clearly are some uncertainties connected with suasunements, we believe the CPU-time
spent on the different simulations should be more or lescthr comparable. The recorded CPU
times spent on each of the Richtmyer-Meshkov simulatioeggasen in Table 3.1. We see that the
RSPH solver is the faster solver for the simulatiarswhere the smallest particle size is equal to
the grid size. The speed-up increases gradually as theutiesoincreases from 1.5 to 2.2 when
compared to th&odunov solver and from 2.0 to 3.4 when compared to the FCT solversirau-
lation d, the smallest particle size is 1.6 times smaller than the gjge in the corresponding FCT
and Godunov simulations. Despite this, the CPU-time of tB®R simulation is less than the CPU-
time of the FCT simulation and only 10% larger than the CRuktiof the Godunov simulation.
If the FCT solver had been run wit600 x 1600 grid, corresponding to the smallest particle size
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CPU-times for the Richtmyer-Meshkov simulations

Resolution RSPH FCT Godunov
a 4m 8m 6m
b 22m 56m 37m
c 2h7m 7h 11lm 4h 40m
d 12h 35m 15h 7m 10h 16m

Table 3.1: Each entry indicates the CPU-time spent by theHR$ET, and Godunov solvers in
simulating the cylindrically shape charge in free field foetfull simulation time of 1ms.
The four different resolutions are denota, ¢, andd.

in the high resolution RSPH simulation, the CPU-time ismeated to be roughly 62 hours. This
estimate is found by extrapolating the increase in CPU-foned between FCT simulatiortsand
d. It clearly illustrates the benefits of choosing an adaptiienerical solver where resolution can
be changed both in time and space.

3.2 Cylindrical charge detonation in plane symmetric chamber

In the next test, we put the charge described in the previestsirito a relatively complex, plane
symmetric chamber to study how the solvers handle the ictierss with solid surfaces and the
overall, long-term evolution of the blast waves. This ieveit for studying e.g. accidental deto-
nations inside ammunition storage facilities. The gensiraicture of the chamber is illustrated in
Figure 3.10 where the red regions represent walls and cidaicobstacles in the flow, whereas the
black dot situated at x=1m and y=8m indicates the centre wihd&ion. The chamber consists of
an inner chamber to the far left, a channel, an outer chamberdveylindrical pillars, and 3 short
blind alleys to the far right. Figure 3.10 also shows how tigrdfile typically looks (darker colours
indicate smaller h) in the later stages of this simulatiohe Folid boundaries in the RSPH solver
was handled using mirror particles. The sharp corners weagetd similarly to that described in [7].
Simulations were run up to 100ms for all three solvers aediffit resolution levels. However, since
the previous tests revealed the Godunov to be distinctlydesurate than the other two solver, we
will only report on results obtained with the RSPH and FCvers for this test. To simplify the
simulation of the initial phase of this problem, the solativas been assumed to be cylindrically
symmetric up to the point in time when the primary shock frioité the rear wall. This occurs at
time t=0.285ms. The initial phase is solved as a one-dimeasiproblem in cylinder symmetry.
The solution from the one-dimensional problem is then irtggbmto the current, two-dimensional
problem. With all three solvers, the simulations startednfthe same solution at t=0.285ms.

The problem was run 3 times, with a different resolution les&ch time, using either RSPH or
FCT. In the latter case, the problem was solved with 9 @ur27 (runb), and 63 (runc) cells
per meter. In the RSPH simulations, there are several paeasrihat effect both the accuracy and
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Figure 3.10: lllustration of the chamber layout for the testscribing a cylindrical charge in a plane
symmetric chamber. Overlayed is the h-profile at time t=40ms

CPU-times for the Plane Chamber simulations

Resolution| RSPH FCT
a 4h 24m 13m
b 9h 54m 7h 51m
c 21h 3m 93h

Table 3.2: Each entry indicates the CPU-time spent by theHR&#l FCT solvers in simulating the
cylindrically shape charge in the plane symmetric chambetttie full simulation time
of 100ms. The three different resolutions are denatdy andc.

CPU-time, and the resolution is as indicated in Figure 3i@Al non-uniform. The time and space
averaged particle size in the three simulations were elguntéo 24 (ruma), 28 (runb), and 33 (run

¢) particles per meter. Note that the mean resolution doeshasige so much between the 3 RSPH
simulations as is the case with the 3 FCT simulations. Thigtsrally reflected in the CPU-time
spent on each simulation. The CPU-times are summarizedhile Ba2. Due to the fact that the
spread in resolution and CPU-time between the 3 simulatiweasso much greater in the case of
the FCT solver than in the case of the RSPH solver, we will aneRSPH simulationa andc to
the FCT simulation® andc. From Table 3.2 we see that the CPU-expense of solving tHagumo
with 27 cell per meter using FCT is roughly 78% larger than @#J-expense when solving the
problem with 24 particles per meter on average using RSPhs @un both cases). As for the
high resolution simulations (rur3, the FCT CPU-time was 4.4 times larger than the correspaondi
RSPH CPU-time.

Apart from the fact that the first phase (up to t=0.285ms)datzd by a purely cylindrical descrip-
tion, one would expect that the near field should bear clesemélance to the free field situation
described in the previous section. This implies, that Riglgr-Meshkov instabilities are likely to
play a discernable role also in the present problem. In Ei@uil we see the density profile at
t=2.5ms in the RSPH simulatiorss(left image) ancc (right image). In the lower resolution run,
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Figure 3.11: Snapshot at t=2.5ms of the density profile inglame chamber test in the case of the
RSPH simulationsa (left) andc (right).

Figure 3.12: Snapshot at t=2.5ms of the density profile inglame chamber test in the case of the
FCT simulations (left) andc (right).

we can only observe weak traces of the instabilities, winilthe higher resolution run the charac-
teristic mushroom-like structures are quite well devetbp®/e also notice that the noise level in
the region right behind the primary shock is considerabghér in the lower resolution simulation.
Nevertheless, they both capture more or less the same naimds. The corresponding images
from the FCT simulations are found in Figure 3.12. We seettie@tower resolution simulation (left
image) in this case show no traces of the Richtmyer-Meshkstabilities. Even the high resolu-
tion results of Figure 3.12 reveal little from the weak tréeund in the lower resolution results of
Figure 3.11. Yet, the main features in Figure 3.12 still fitlwéth that found in Figure 3.11. To
better study quantitative difference between the 4 saistiwe have also included horizontal cuts
through the density profiles along the mid plane of the chanabe/=9m. Figure 3.13 shows, from
left to right, the FCT simulationb andc (left pair of panels), and the RSPH simulaticenand c
(right pair of panels. These graphs confirm that there isgeldegree of consistency between the
solutions obtained with the two different solvers. The musable difference is the double peak
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Figure 3.13: Horizontal cut through the density profile agtimid plane and t=2.5ms in the plane
chamber test. Plotted from left to right are the profiles fribva FCT simulation® and
¢, and RSPH simulationsandc. Note that the RSPH profiles drop to 0 in the interval
(x>6-6.5m) where no particles are found.

at roughly x=3-3.5m which in the lower resolution FCT simigdas is a single peak with enhanced
amplitude. Note also that the reason why the RSPH profilgstdraero at roughly x=6m is because
no computational nodes have been generated at this poimerfor x larger than roughly 6m.

In the beginning of the simulation, the state of the systeanghs rapidly. At t=5.0ms, the fast
shock wave has already reached almost half-way throughhidwenel and the shock wave patterns
have become quite complicated due to multiple reflectioos fthe chamber walls. This is shown
through colour images of the density profile in Figures 31dd & 15 for the RSPH and FCT solvers,
respectively. At this point in time, a shock focus has ocediin the right corners of the inner cham-
ber. Other than this, the inner chamber is dominated by thekereed remains of the instabilities
creating thin filaments of increased density in the highlggm RSPH simulation. In the other 3
simulations, these filaments are thicker and with less idat@aithem. This applies in particular to
the low resolution FCT results. Also, we can already at thidyestage begin to notice the main
distinction between the RSPH and the FCT results: The shaekpropagating faster in the FCT
simulations. This is most easily seen by studying the shaokevpattern at around x=6m in the two
high resolution results. The horizontal cuts through the pténe, shown in Figure 3.16, reveal the
peak density to be slightly higher in the RSPH than in the FE€SUlts. In this regard, please note
that the density range shown on the y-axis is not the samel dnpainels. Apart from this, the 4
results can still be considered highly consistent with eatbler. Again, the RSPH profiles drop to
zero in part of the plotted interval (x larger than roughl$gr8) because no particles have yet been
generated in this part of the domain.

At time t=15ms the fast shock waves are seen in Figures 3.4 848 to have propagated through
the tunnel, expanded into the outer chamber and reflectethefirst two pillars. The reason for
including the pillars in this model was to see how well thessod could handle the curved surfaces.
We can conclude that both RSPH and FCT treat this satisfyctbooking at the horizontal cuts
through the mid plane of the density profiles, as shown in feid119, we see however that the
differences between the 4 solutions are starting to becoore svident. Note that what appears
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Figure 3.14: Snapshot at t=5.0ms of the density profile inglaee chamber test in the case of the
RSPH simulations (left) andc (right).

Figure 3.15: Snapshot at t=5.0ms of the density profile inRlene Chamber test in the case of the
FCT simulations (left) andc (right).
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Figure 3.16: Horizontal cut through the density profile aetimid plane and t=5.0ms in the plane
chamber test. Plotted from left to right are the profiles fribva FCT simulation® and
¢, and RSPH simulations andc.
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Figure 3.17: Snapshot at t=15ms of the density profile in tlaag chamber test in the case of the
RSPH simulations (left) andc (right).

14 _ 14

1 5 . 1

Figure 3.18: Snapshot at t=15ms of the density profile in tl® Chamber test in the case of the
FCT simulations (left) andc (right).

to be a density maximum in the RSPH results at x=14.5m andtgenimima in the FCT results
at x=13m and x=15.5m are atrtificial plotting effects due te korizontal cuts grazing the pillar
surfaces. However, the peak found near x=10m is genuineambeused to compare the different
solutions. The FCT solutions give a slightly faster propigaspeed, as noted before. The peak
value, on the other hand, is larger by some 25% in the highutisio RSPH results compared to that
of the other results. In contrast, the density profile in fiisulation has by now much less distinct
features in the region behind this peak. This is becausedtieylar choice of parameters for this
simulation gave a more non-uniform resolution profile inwgiaion c compared to simulatioa.

By the time the simulation reaches t=20ms, the differeng@dpagation speeds between the RSPH
and FCT solutions has accumulated to a noticeable differenshock positions, as seen in Figures
3.20 and 3.21. In particular, this is easily seen by compahow much of the fast shock has
reflected off the last pillar. At this point, we estimate th®ek speeds in the FCT results to be
roughly 2-3% higher than the corresponding speeds in tha-R88ults. Other differences seen by
comparing the images of Figures 3.20 and 3.21 can in part &¢odiifferences in the colour tables
used. However, the horizontal cuts at t=20ms, shown in Ei§L22, show much the same tendency
as before, namely that the primary peak found roughly at rei2stronger in the RSPH results. A
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Figure 3.19: Horizontal cut through the density profile agtmid plane and t=15ms in the plane
chamber test. Plotted from left to right are the profiles frttva FCT simulation® and
¢, and RSPH simulationsandc.

Figure 3.20: Snapshot at t=20ms of the density profile in tla@e chamber test in the case of the
RSPH simulations (left) andc (right).

secondary peak, found atx 14m, is on the other hand stronger in the high resolution FCiiltes
However, this peak has a rapidly increasing amplitude sbewan small time shifts can play an
important role. The smaller propagation speed in the RSBHItsethus makes the secondary peak
not as evolved as the corresponding peak in the FCT resudtgigen point in time.

At t=40ms the asymmetries in the pillar positions have bezandominating factor in determining
the evolution of the flow. From Figures 3.23 and 3.24 we setsihlias been more easily channeled
towards the lower blind alley compared to the upper blingyalln the RSPH results, the fast shock
is just about to hit the back wall of the lower blind alley, wéas in the FCT results, the reflected
shock is already on its way back. Studying closely the twogesaof Figure 3.24 we can also
detect a slight difference in the position of the shock wawethe lower and upper blind alleys.
More specifically, we see that the propagation speeds gtatlglhigher in lower resolution results.
The difference in timing between the two FCT results aré rstilch smaller than the difference in
timing between the high resolution FCT and RSPH resolutidihe later stages of the simulation
is dominated by a rather turbulent flow field as can be seen Figures 3.25 and 3.26 at t=80ms.
This is primarily due to the fairly large number of vorticesngrated as gas passes near surface
corners or near the cylindrical pillars. When these vostitderact with the reflected shocks the
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Figure 3.21: Snapshot at t=20ms of the density profile in tlame chamber test in the case of the
FCT simulations (left) andc (right).
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Figure 3.22: Horizontal cut through the density profile aétmid plane and t=20ms in the plane
chamber test. Plotted from left to right are the profiles fribva FCT simulation® and
¢, and RSPH simulations andc.
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Figure 3.23: Snapshot at t=40ms of the density profile in tlame chamber test in the case of the
RSPH simulations (left) andc (right).
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Figure 3.24: Snapshot at t=40ms of the density profile in tla@e chamber test in the case of the
FCT simulations (left) andc (right).
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Figure 3.25: Snapshot at t=80ms of the density profile in tla@e chamber test in the case of the
RSPH simulations (left) andc (right).

turbulence grows. As is expected with turbulent flows, thaitk flow pattern will not be the same
in simulations where the resolution or solving method isthetsame.

4 A cylindrically symmetric test

It is sometimes useful to apply a two-dimensional, cyliodlly symmetric description to a problem.
In this way, simulations of e.g. spherical charges det@heteylindrical chambers can be studied
using a two-dimensional model. Non-Cartesian formulatiohSPH related methods are not com-
monly used. However, a formulation adapted in the RSPH cederécently been developed and
tested [15, 17]. The test which will be the focus of this setts described in [16]. In fact, the RSPH
results presented here have already been partially repiorfd6]. The FCT and Godunov results
presented here have not been published before. All threersolise a one-dimensional, spherical
model to describe the evolution of the system up to t=0.40Anem this point on, the simulations
are carried out in two-dimensional cylindrical coordirsatd he maximum resolution in the RSPH
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Figure 3.26: Snapshot at t=80ms of the density profile in tlaag chamber test in the case of the
FCT simulations (left) andc (right).
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Figure 4.1: lllustration of the chamber layout for the testsdribing a spherical charge in a cylin-
drically symmetric chamber. Overlayed is the density maftitime t=40ms.

simulation is 160 particles per meter and a smoothing len§th25cm. In comparison, the FCT
and Godunov results are obtained with 80 and 63 cells perrmiespectively. These are, in other
words, resolution levels similar to what was used in the ipre/test.

This test applies the same material properties as that nsgthpter 3. This means that the charge
consists of TNT with a mass density b§30kg/m?* and a specific energy of 4.29MJ/kg, while the
air is assumed to have a density10293kg/m?* and a pressure of 1 atm. This time, the charge is
assumed to be spherical with a radius of 358mm. The chardadsgin a cylindrical chamber, on
the symmetry axis at z=2.5m. The outline of the chamberustilated in Figure 4.1. The chamber
consists of an inner and outer chamber, both with a heightrofBd with radius of 2m and 1m,
respectively. At z=10m, the chamber entrance is found, kewa u-shaped barrier is situated in
front of the opening so as to obstruct the flow of shock wavesicg out. The solid surfaces are
coloured red in Figure 4.1. The figure also shows the densitfji@ at t=0.40ms, which marks the
start of the two-dimensional simulation.

Due to the larger HE charge used in this test relative to thtteoplane symmetric tests presented
in 3, the temporal evolution is expected to be more rapids Eh¢onfirmed by the simulated results.
In the left pair of panels of Figure 4.2 we see the density ferafi time t=1ms in the RSPH (panel
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Figure 4.2: Snapshots of the RSPH (panels 1 and 3 from tHealedt FCT (panels 2 and 4 from the
left) solutions at times t=1ms (left pair of panels) and t=2(night pair of panels) of
the test describing a spherical charge in a cylindrical cliem

1) and FCT (panel 2) solutions. In both solutions the orijynspherical blast wave has reflected
off the chamber floor, as well as the inner chamber wall andctitaer marking the start of the
outer chamber. At time t=2ms the density profiles, shown énribht pair of panels of Figure 4.2,
have already become quite complicated due to the many liefisctA Mach reflection has evolved
near the symmetry axis at the position of the fast shock fiwhich as this point in time is located
roughly midway through the outer chamber. Despite the wiffees in colour schemes, we clearly
see that there is quite a large degree of agreement betwedwdrsolvers. Looking more closely
though, we can notice a few differences: The thin, high-teteyer found in the inner chamber at
t=1ms and radius roughly 2.8m has a more uniformly high dgnsthe RSPH solution. Inthe FCT
solution, this structure is strongly dominated by peaks tlea bottom and top ends of the layer.
The radial position of the layer seems to indicate a somehigaer propagation speed in the FCT
solution than in the RSPH solution. At t=2ms we notice thatRSPH solution has clearly visible
mushroom-like structures aty 1.5m near the bottom and top of the inner chamber. From the plane
symmetric test of chapter 3 we recognize these as signabfiiastabilities. These structures are
not to the same extent visible in the FCT solution.

From Figure 4.3, where the density profiles at times t=3nT$ fi@r of panels) and t=4ms (right

pair of panels) are plotted, we see that the instabilitiekeérinner chamber continue to evolve in the
time frame up to 4ms. At this stage, the FCT solutions (padelsd 4 from the left) has also started
to show traces of instabilities, although not to the samerexas in the RSPH solutions (panels 1
and 3 from the left). At the front, there is also a noticabléedénce between the two solutions. The
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Figure 4.3: Snapshots of the RSPH (panels 1 and 3 from thealedt FCT (panels 2 and 4 from the
left) solutions at times t=3ms (left pair of panels) and t=gl(night pair of panels) of
the test describing a spherical charge in a cylindrical ctem

FCT solution seems to have an extra triple point comparelde@orresponding RSPH solution. At
time t=4mes, this triple point is still present in the FCT gan only. The high density region behind
the fast shock front, on the other hand, is larger in the RS#tion than in the FCT solution. The
origin of these differences is not known, but it is unlikehat this is related to any differences in
propagation speed.

So far we have only compared the RSPH and FCT solutions, arskevéhat there is a fairly high
degree of consistency between the two solutions. In Figdrésand 4.5 we have compared all
three solvers, including the Godunov solver. Figure 4.4ists of 8 different panels, labelledh

for convenience. These panels show cuts at r=0.1m througklehsity &-d) and pressureefh)
profiles in the RSPH (blue line), FCT (red line), and Godurgreén line) solutions at times t=1ms,
2ms, 3ms, and 4ms. We quickly note the Godunov solution é@shibuch lower peak densities
at t=1ms, shown in panel. At z ~ 5.5m, the RSPH and FCT solvers agree quite well on the
peak densities, while near z=0m the FCT solution is somesvhetween the Godunov and RSPH
solutions. The pressure profile, shown in pamaleveal that the three solvers agree more or less
on the pressure profile at ~ 5.5m, but that the Godunov solver shows much higher peaks than
the other two solvers near z=0m. Already at time t=2ms, shiowpanelsb andf, we see that the
Godunov solver gives a dramatically different solutionte bther two solvers. The peak values,
both in density and pressure, are in general much lower ithgunov solution than what is seen
from the other two solutions. In particular the short wavegtlh perturbations seem to be missing
from the Godunov solution. In fact, the only structure in gnefile that seems to be reproduced at
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Figure 4.4: Cuts along the symmetry axis at a distance of 1@ody from left to right, at times
t=1ms, 2ms, 3ms, and 4ms. The upper panels show the derdfitggrwhile the lower
panels show the pressure profiles. The green, red, and bies tiepict the Godunov,
FCT, and RSPH solutions, respectively.
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Figure 4.5: Snapshots of, from left to right, the RSPH, B@T, and the Godunov solutions at time
t=5ms of the test describing a spherical charge in a cylindrichamber.

this point is the position of the fast shock front<z7.5m).

For the last two pairs of profiles, at times t=3ms (pamadsdg) and t=4ms (paneld andh), we
see that the difference between the Godunov solution anatiiee two solutions steadily increases.
Even the RSPH and FCT are by now showing clear indicationsffeirences, as we have already
seen in Figure 4.3. The position of the fast shock front isamgér the same in the three solutions.
The shock propagates distinctly faster in the Godunov swoiutvhile the shock in the RSPH so-
lution runs slightly slower than the FCT solution. In Figut® we see the full density profile in
all three solutions plotted at time t=5ms. At this point im#, the fast shock is about to leave the
chamber altogether. The shock has clearly propagated itieesa in the Godunov solution. The
overall level of details are also much less in this solutidhe differences between the RSPH and
FCT solutions are harder to spot, but a number of detail$y asthe presence and position of triple
points, vortices, and mushroom-like structures are nodotige same in the two solutions. To the
extent that turbulent flows have evolved, one would of coneexpect the details of the two so-
lutions to match. However, there also seems to be a differanthelevel of turbulence between
the two solutions. Overall, there seems to be a fundameiiftatehce between the RSPH and FCT
solutions on one side and the Godunov solution on the other and it seems as if this difference
might be connected with the way the shock-boundary intenastare described in the Godunov
solver. This indication of malfunction was recently regadrto the AUTODYN developing team at
ANSYS and the behaviour was confirmed by tests done by theipgrThe behaviour seems to be
coupled to environments of extremely high pressure. Otiaar that, no explanation has of yet been
found.
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5 Conclusion

In this report, we have compared the SPH based code RSPHwaittalvers, the Godunov and FCT
solvers, found in the commercially available hydro-codeTR&DYN on problems involving blast
waves in one- and two-dimensional geometries. This kinebofarative study is not only essential
when developing new numerical codes such as the RSPH coideal#o very useful in assessing
the reliability of commercial codes, such as AUTODYN. Duectimmercial interests, software
companies may not be so eager to publish results from irhdgpnparisons with other available
software packages. In fact, we are not aware of any publisheties where the capabilities of
AUTODYN to simulate compressible fluid flows have been coradatirectly with that of other
numerical codes. We therefore believe that, to the extetttAWTODYN is indeed applied to this
class of problems, a study such as the present is highlylusefu

The test results presented in this report can be summarizfadlawvs: The RSPH and FCT solvers
are distinctly more accurate than the Godunov solver inealist In general, the results from the
latter solver are dominated by excessive numerical digsipaleading to artificial damping of in-
stabilities and reduced density amplitudes. As partitgihaell illustrated by the results from the
Richtmyer-Meshkov test in chapter 3.1, the sound speeckistiocked gas increases when resolu-
tion is reduced. This leads to an overestimation of the skpeleds. As noted in [24], this can be an
indication of lack of numerical conservation (e. g. momemtand total energy). The Richtmyer-
Meshkov test also revealed that the Godunov solver is natldamf capturing the instabilities that
are important when describing material mixing. The cylicalrtest in chapter 4 also shows the Go-
dunov results to be radically different from that of the ottweo solvers. This can partly be due to
the fact that since the propagation speeds are too larg@ttraction of different reflected shocks
will be different. In addition, an unknown source of erroese be present that causes the pressure
near the z=0 boundary to be overestimated by more than a faictowo. This behaviour has later
been confirmed by the AUTODYN developing team. This resultidde particularly interesting
seen in light of the findings in [22]. On the positive side,ahde noted that Godunov is the faster
one of the two AUTODYN solvers, by roughly 30%.

The FCT solver is more accurate than the Godunov solverethsdo deliver surprisingly accurate
estimates of peak amplitudes at medium resolution leveis iBrprobably due to the applied flux-
correction technique. However, it is possible that the FBaras the tendency found with the
Godunov solver of overestimating the propagation speettsnatesolution, although the level of
overestimation is much smaller in the case of FCT. CompartdtetRSPH solver, we have identified
slightly higher propagation speeds with the FCT solverhimplane chamber test, the difference in
propagation speeds were of the order of a few percent. Gthaeithis, FCT has been shown to be the
slower solver of the three, roughly a factor 2-3 times slothian the RSPH solver (when the latter
solver is using an adaptive approach). The RSPH solver begediatly from the adaptive approach,
both in terms of accuracy and efficiency. However, it shod@abted that peak amplitudes seem to
drop off more quickly when the resolution is reduced comgaoe=CT. On the other hand, we have
not seen any indication that the propagation speeds ardygedected by a moderate reduction
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in resolution. With regards to the observed differencesrapagation speeds between the RSPH
and AUTODYN solvers, it is worthwhile mentioning a recenidyt where cylindrically symmetric
simulation results from RSPH has been found to be highly istars with corresponding results
from the numerical code Chinook as well as experimental [d&p

This report not only underlines the benefits from having ast¢e a non-commercial, state-of-the-art
numerical code as a means for validating other codes as svghiaing new insight into the funda-
mental physics of detonation. Maybe even more importarthesew insight into the performance
of a specific numerical tool, namely AUTODYN. This is insighhich is essential in interpreting
the results obtained with the code. The Godunov solver héar sen preferred in many situation
over the FCT solver because it offers more possibilities adetling multi-material problems and
are the faster solver. Unfortunately, this work indicatest the Godunov solver is not what one with
today’s standards would call a highly accurate method. @ hee many accurate Godunov schemes
being used in other codes. However, thesehagher order Godunov schemes.) On a more general
note, one can say that both [2] and the present work demoesstitae importance of knowing the
limitations of the software tools in use and of running siatians with sufficient resolution.
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