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Abstract

Interferometric synthetic aperture sonar (SAS) is a technique to image and map the
seabed in very high resolution. For large area coverage rate systems with hundreds of
metres swath width, the achievable performance varies significantly over the swath. The
performance is a function of system, collection geometry, and seabed type. A model is
suggested to optimise the collection geometry for maximising area coverage rate given
certain optimisation criteria, such as observation geometry, signal-to-noise ratio, depth
measurement accuracy, and coverage within swath. The model is fitted to measurements
(or calibrated) through a simple procedure. Specifically, the effect of vehicle altitude
during the interferometric SAS data collection is studied. A novel model on data collected
by a HUGIN Superior autonomous underwater vehicle carrying a HISAS 1032 Dual Rx
interferometric SAS is demonstrated. The authors show that optimising the collection
geometry, and in this case specifically the vehicle altitude, significantly improves the

overall performance.

KEYWORDS

1 | INTRODUCTION

Interferometric synthetic aperture sonar (SAS) is a technique
with the potential to produce very high resolution images and
maps of the seabed [1]. The technique has strong similarities to
interferometric synthetic aperture radar (SAR) [2, 3]. Interfero-
metric SAS is typically carried by underwater vehicles (AUV)
running at an altitude of a few tens of metres above the seabed. A
common system setup consists of a separate starboard and port
interferometric SAS, where there is a blind zone and a nadir gap
directly below the AUV. The instantaneous area coverage rate
therefore becomes the vehicle speed multiplied by two times the
maximum range with the nadir gap subtracted [4].

The maximum range of a SAS system is proportional to the
length of the receiver array along-track, a critical and well
known design limitation [5, 6]. This imposes a clear difference
between SAR and SAS systems [7, §].

For successful interferometry processing, that is, forming
seabed maps from the interferograms, the signal-to-noise ratio

radar interferometry, sonar imaging, synthetic aperture sonar

(SNR) must be sufficient. This affects both the achievable
depth standard deviation (STD) [9, 10] and the probability of
wrap error [11, 12].

By increasing the length of the receiver array, the imaging
swath increases correspondingly. However, for a given sonar
frequency and sonar signal energy, the SNR may become
marginal, or even too low, for accurate bathymetric mapping
out to maximum range [12]. One approach is to increase the
spatial averaging in the phase estimation filter [13].

In this paper, we suggest to optimise the collection geometry
in order to maximise the achievable swath for selected perfor-
mance criteria. Specifically, we study the choice of vehicle alti-
tude during the interferometric SAS data collection, and how it
affects the performance. This study is an extension and a direct
continuation of ref. [14]. Our approach is as follows. We develop
a simple model by combining scattering physics and the power
budget (the sonat/radar equation). We then fit the model to the
estimated SNR from interferometric coherence assuming scene
homogeneity. We then use this calibrated model to calculate the
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optimum vehicle altitude for a given performance criterion,
either based on SNR or the theoretical interferometric depth
accuracy.

We evaluate our approach on real data collected by a
HUGIN Superior AUV [15] carrying a HISAS 1032 Dual Rx
interferometric SAS [16] (Figure 1). We show that by opti-
mising the collection geometry, the performance and/or the
area coverage rate can be significantly improved.

In Section 2, we describe the theoretical foundations for
modelling performance. Section 3 describes the experiment,
the data collected, the model fitting and the results. Finally, we
conclude our study in Section 4.

2 | THEORETICAL PERFORMANCE

The sonar or the radar equation describes the power budget
and can be used to predict the SNR, with numerous excellent
references in the sonar field [17, 18] and the radar field [19, 20].
In this paper, we study the effect of the collection geometry on
a fixed system. Our goal is to use a simple model that links
scattering physics through SNR calculations and thereby
theoretical performance.

2.1 | The power budget

Following the approach in refs. [21, 22] and with reference to
Figure 2, we simplify the linear power budget equation as
follows:

1 1 1

p=C x5 DUODW) 1CR) o o o (0) )

where p is the SNR, N, is the additive noise level, ¢ is the
direction of arrival relative to the interferometer, D, and D, are
the transmitter and receiver element directivities in the vertical
plane, R is slant range, 5 is the range dependent absorption
loss, and ¢ is the grazing angle. 0" is the backscattering co-
efficient per unit area on the seabed. Cis a constant containing
the system dependent non-varying terms such as frequency,
bandwidth, element sizes, transmit power and pulse length.
Synthetic aperture processing only changes resolution, and not
SNR for backscattering from a homogeneous patch of seabed
(e.g. a distributed scatterer) in the pulse-limited case [23],
[chapter 3]. This makes the SNR theoretically equivalent for
sidescan sonar (SSS) processing and SAS processing when
using the same data.

2.2 | Backscattering coefficient

The seabed backscattering coefficient ¢° is strongly dependent
of acoustic frequency and the grazing angle [24]. We use the
model described in ref. [25], related to the more common model
described in ref. [26]. The model uses the small-slope
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FIGURE 1 HUGIN Superior with the HISAS 1032 Dual Rx system.
Photo courtesy of Kongsberg Discovery.
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FIGURE 2 Interferometric SAS vertical geometry. R is the slant range,
¢ the direction of arrival relative to the interferometer and ¢, the grazing
angle.

approximation for elastic roughness scattering and perturbation
theory for the elastic volume scattering in the calculation of the
backscattering coefficient. We have limited our study to back-
scattering in a single vertical plane only (2D).

Figure 3 shows the modelled backscattering coefficient for
different seabed types. At small grazing angles, we see that the
backscattering coefficient drops rapidly when the grazing de-
creases. It should be noted that the backscattering coefficient
of medium silt is dominated by volume backscattering except
near nadir ¢b, > 80°. In this paper, the results are produced
using medium silt or medium sand as the seabed type.

2.3 | Grazing angle variability

The seabed is usually not a perfectly flat surface. Seabed slope
variations cause variations in ¢b, which again cause variations in
o', This results in an effective increase in the average ¢° for
very low . We follow [22] and model this by calculating the
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FIGURE 3 Backscattering coefficient for different seabed types for a
sonar with centre frequency of 122 kHz.

average backscattering coefficient from a distribution of
grazing angles around the nominal grazing angle ¢, given by
the flat seabed

()= [ho-a)ewar o

where fi(¢) is the slope distribution given as a Gaussian
distribution

1
V%% (=~

fi(d) = exp( - ¢%/2¢%) (3)

with a width of ¢ degrees. To simplify calculations, we use a
modified grazing angle

bea =1/ + & (4)

which gives an approximated backscattering coefficient

o)) (). (5)

Figure 4 shows the backscattering coefficient for an unper-
turbed flat seabed (blue) compared with the average back-
scattering coefficient (2) (red), and the backscattering
coefficient using the approximated grazing angle (4) (yellow).
We have used ¢ = 5° which gives a reasonable fit to our real
data. We see that the approximated backscattering coefficient
fits well the perturbed average. Note that this correction
produces a similar result as the plateau described in ref. [27]. In
the following, we use the approximated backscattering coeffi-
cient, that is, g = g,
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FIGURE 4 Average backscattering coefficient with slope
perturbations for medium sand and a sonar with centre frequency of
122 kHz. Note that the x-axis is logarithmic.

2.4 | Intetferometric accuracy

Interferometric SAS, similar to its counterpart in SAR, is the
process of estimating vertical direction of arrival, ideally per
horizontal resolution cell, from two or more vertically dis-
placed SAS receiver arrays [9, 10]. Assume two receiver arrays,
vertically separated with a distance D, forming an interfer-
ometer with a baseline direction ¢, relative to the vertical axis
as illustrated in Figure 2. From the estimated time difference of
arrival ¢4, the ditection of arrival ¢ relative to the interfer-
ometer can be calculated as follows:

L1 Ctd)
=~ — 6
¢ ~ sin ( D) (6)
giving a depth of the seabed relative to the platform

z& R sin(¢p + ¢p,), (7)

where R is the slant range. A more detailed geometrical
description can be found in ref. [10]. It should be noted that
the tilt of the baseline ¢, only affects the interferometer, and
should not be confused with the mechanical and electronical
tilt of the transducers, which defines the vertical beampatterns
D, and D, to be used in the power budget (1).

The STD of the depth estimate, or rather the theoretical
lower bound, can be approximated using the Cramér—Rao
lower bound (CRLB) for time delay estimation in combination
with the geometry terms as follows [10, 28]:

Ry + )
D cos¢

L L (8)
~2nfe VBT Vp  20%

co;, O
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BT is time-bandwidth product equal to the number of inde-
pendent samples used in the time delay estimation, and p is the
generalised SNR related to the interferometric coherence y as
follows [9, 29]:

v p
= s = 9
p "1, )

under the assumption that uncorrelated noise is the only
source for decorrelation. In this paper, we assume that additive
noise is the limiting factor and the source for decorrelation at
long range.

2.5 | Area coverage rate

A critical parameter in surveying an area using an AUV with
SAS is the area covered per unit time, or the area coverage
rate. Similar to sidescan sonar, there are several approaches for
a two-sided sonar with a nadir gap (or blind zone) [30-32].
Consider a large rectangular area to be covered by running the
vehicle in multiple parallel lines in a lawnmower pattern, and a
two-sided SAS with a nadir gap. A high frequency multibeam
echosounder could be used as a gap-filler [16, 33], but in this
study, we build on ref. [4] and consider the effective area
coverage rate where the SAS sensor is used to cover the entire
area. Assume an AUV with velocity v, maximum one-sided
ground range R, and minimum one-sided ground range
Rin, given by some petformance criterion. Furthermore,
consider that R, > 0 (i. e. that there is a nadir blind-zone)
and R, = 3R, (i. e. that the one-sided swath can cover the
two-sided nadir gap in a single pass). There are now multiple
alternatives:

1. The entire area is covered at least from one view, and that
the more area covered with two views is better. Then the
area coverage rate for one view becomes

3lamax - Rmin
S — )
2

A= (10)

2 Every pixel is covered with two views, one from port and
one from starboard side. Then

A = (Rumax — Runin) 0. (11)

3 Every pixel is covered only once (minimum overlap)

A= Z(Rmax - Rmin)v7 Rmax = 3Rmin~ (12)

The last alternative is illustrated in Figure 5.

If the maximum range R, can be increased at the cost of
increasing R, the most effective is the latter alternative,
where the nadir blind zone is equal to the one-sided valid
swath. Then, Equation (12) collapses to

RIGHTS L1 N Hig

Amax = meaxv~ (13)
3
Note that for SAS, the along-track sampling criterion may give
a hard limit to the maximum slant-range [6].
Given a performance ctitetion, R i, and R,,,,, may be non-
linear functions of altitude, making the chosen area coverage
rate equation difficult to solve analytically.

3 | RESULTS

We now consider how to choose vehicle altitude in the opti-
misation of the collection geometry. By studying Equation (1)
it is clear that the dominating effects of increasing the altitude
over a flat seabed are:

1. An increased SNR at long range due to an increased grazing
angle

2. A decreased SNR at short range due to the steep fall in the
vertical beampattern

3. A decreased SNR at long range due to the range dependent
transmission loss including the spreading loss and the
absorption.

In this section, we show the measured SSS and SAS
interferometric coherence, the calculated SNR, a direct tech-
nique to fit the model to the measurements, and how to
optimise the collection geometry to maximise area coverage for
a given desired performance criterion.

3.1 | The experiment

To verify the modelled SNR and variance of the estimated
seabed depths, we use data from an experiment in February
2022, with a Kongsberg HISAS 1032 Dual Rx System [16],
mounted on a HUGIN Superior AUV [15]. Each receiver array
is 64 elements and 2.4 m along track, with an interferometric
baseline D = 30 cm. The centre frequency is 122 kHz and the
bandwidth is 36 kHz.

Rinaa

Rinin

FIGURE 5 AUV track spacing for optimised coverage rate.
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In the experiment, the AUV travelled six identical 4700 m
tracks with different altitudes, at 200 m water depth outside
Horten, Norway. All lines were run as forward and return lines,
forming 12 independent data collections. The altitudes varied
between the tracks, from 15 to 90 m in 15 m steps, and the
recorded slant range was 370 m. All other parameters than the
altitudes were fixed between the tracks.

3.2 | Measured coherence

The interferometric coherence is estimated as the magnitude of
the peak normalised cross correlation coefficient between a
selected patch of image pixels from the upper s, and lower s;
array (or synthetic aperture)

5 = max (sisk(t—1))

s )

For SSS, we estimate the coherence per ping based on a single

(14)

1D range correlation window, and for SAS we estimate the
coherence based on a 2D correlation window. In both cases,
the correlation windows are overlapped as per estimate.

It should be noted that the coherence estimate suffers from
significant bias and poor STD for small number of indepen-
dent samples in combination with low coherence [34, 35]. This
leads to a practical lower estimation level (or bias floor) that is
non-zero for completely uncorrelated signals.

Figure 6 shows the estimates of SAS and SSS coherence of
an example 50 X 360 m flat seabed with trawl marks. The two
left panels are with 15 m altitude and the two right panels with
90 m altitude. Clearly, the nadir blindzone increases with alti-
tude, but so does also the maximum valid ground range. The
figure shows that SSS and SAS coherence are very similar,
confirming that the synthetic aperture synthesis only changes
resolution, not SNR. The difference at long range for 15 m
altitude is due to the longer range correlation window for SSS,
and different lower bias floor due to different number of in-
dependent samples.

The figure also shows the strong dependence between
coherence (and thus SNR) and grazing angle. This can be most
easily seen in the second panel from the left, where there is
high variability in the coherence everywhere the trawl marks
cause changes in the grazing angle.

3.3 | Model fit

To better fit the model (1) to the measured SNR, we have

added the following terms to the signal part: The maximum
SNR is thresholded (softly)

p=("+r00)" (15)

where Py is the practical maximum achievable SNR. The
reason for this thresholding is that there are various sources of
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FIGURE 6 Coherence estimates for a 50 X 360 m scene. Left to tight:
SSS coherence with h = 15 m, SAS coherence with » = 15 m, SSS
coherence with A = 90 m and SAS coherence with » = 90 m. The stripe
with coherence loss in the SSS coherence with # = 90 m is due to acoustic
interference. The dynamic range is from 0 (blue) to 1 (red).

decorrelation in addition to additive noise [9] that in effect
limit the coherence. In addition, we moderate the modelled
SNR (or rather the modelled coherence) as follows:

b, (7)

a(r) =ay .

(16)

where @y > 0 is a suitable scaling factor. This correction lowers
the coherence values when approaching nadir. Correspond-
ingly, the correction approaches one (no correction) when the
grazing angle approaches zero. This behaviour is similar to the
geometry induced time-stretching error that increases the more
vertical the imaging geometry is [10, 35].

The algorithm to fit the model (1) to the measurements can
then be summarised as:

1. Assume a seabed type, system setup, and geometry.
2. Use the modified grazing angle (4) to calculate the back-
scattering coefficient.
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3. Calculate the predicted signal level.

4. Choose a suitable noise level N; to fit observations at far
range.

5. Soft-threshold the modelled SNR (15) and fit the peak to
observations.

6. Add the coherence-reduction term due to grazing angle
changes at near range (106).

Figure 7 shows the estimated SNR from SSS coherence
(solid lines) compared with the model fit (dotted lines) for the
six different altitudes. The measurements are based on 1000
pings from the forward lines and 1000 pings from the return
lines, median filtered and averaged. The seabed in the area
covered is fairly flat, except for small perturbations in depth
caused by trawl marks. We see good agreement between the
model and the measutement over the entire range span, and
for all altitudes. There are some small differences between port
and starboard measurements that may be explained by vehicle
roll and pitch, and differences in the beampatterns. Note that
the measured SNR at 15 m altitude at maximum range flattens
out due to the bias floor in the coherence estimator [35]. There
are other small variations that could be explained from the fact
that the scene is non-flat. In general the model is however a
good fit of the measurements and captures the essential
behaviour, which confirms that the proposed model can be
successfully used to predict the performance of the sonar as
function of range.

SNR [dB]

A=15m,R10=183m
s A = 30 m, R10 =221 m
-50 |- A=46m,R10=232m
A=62m,R10=232m
A=76m,R10=237m
A=90m, R10=213m
60 1 1 1 1 1 1

400 350 300 250 200 150 100 50 0

Ground range [m]

3.4 | Performance criterion
The achievable swath and effective area coverage rate is a
function of how we choose the performance criterion. A
common criterion in SAS imaging is that the area must be
covered (visible in the sonar image) and that the geometry (the
grazing angle) is within bounds. A better criterion for SAS
interferometry is to define the achievable swath by requiring
the interferometric coherence to be above some given
threshold. Or equivalently, the SNR must be above some
threshold. This is a sensible choice, since interferometry pro-
cessing techniques require a certain SNR to function properly.
If we choose R, as the 10 dB crossing at long range and
R nin as the 10 dB crossing at shott range in Figutre 7, we can study
the swath width R ah = Rmax
Figute 8 shows R, for both the measurements and the model.
The figure also shows the nadir gap 2R ;.. We see that the model
fits the measurements well. Our results show that the swath

— Rin as function of altitude.

width is largest for an altitude of around 60 m. At lower altitudes,
there is insufficient SNR atlong range, and at higher altitudes, the
blind zone increases while the attenuation lowers the long range
SNR. So for this experiment, 60 m altitude would provide the
largest area coverage rate. It should be noted that if we choose a
more sensible 3 dB criterion for the achievable swath, our R,
results would be limited by the recording slant-range of 370 m,
and not the SNR being below the threshold for the high altitude

cases.

Starboard
1

SNR [dB]

A=15m,R10=182m
s A = 30 m, R10 = 207 m
-50 | = A=46m, R10 =244 m |
A=62m, R10 =262 m
A=76m,R10 =250 m
A=90m, R10=231m
680 1 1 1 1 1 1 1

0 50 100 150 200 250 300 350 400

Ground range [m]

FIGURE 7 Estimated SSS SNR (solid lines) compared with the model fit (dotted lines) for six different altitudes (different colours). The result from each
altitude from 30 m and upwards ate shifted —10 dB per step to improve readability. Bottom type Medium silt is used in the model.
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From Figure 8, it is clear that our fitted model in Equa-
tion (1) gives us a possibility to numerically optimise the
effective area coverage rate.

A potentially better optimisation criterion is to define the
minimum and maximum range giving a depth STD (8) below
some threshold. Figure 9 shows the theoretical STD for the six
different altitudes when using the calibrated model. We have
chosen a SAS setup with 0.5 X 0.5 m correlation window with
approximately 500 independent pixels at maximum range. The
modelled accuracy is unrealistically low at minimum value due to
the unrealistically high modelled SNR. Note the non-linear
varying nature of this quality metric. From Equation (8), we

see that
1
6,~R— when p>1, (17)
Y%
300 ’ S\flath Wlldth, M?dlum Sll|t . .
250 | 1
E
=
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FIGURE 8 Modelled and measured ground range swath width.

Theoretical accuracy

10" T I
Model,h=15m
Model, h=30 m
Model, h=46 m
s Model, h = 62 m
10% Model, h =76 m | 5
Model, h=90m
E
[a]
b et
0107 F E
=
o
©
2 /
102 F E
10-3 L 1 L 1 1 1 1
0 50 100 150 200 250 300 350 400

Ground range [m]

FIGURE 9 Modelled depth STD for different altitudes.
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which indicates an explicit range dependence in combination
with the SNR dependence. This penalises large ranges, with
regard to performance. Figure 10 shows the modelled
achievable swath (solid lines) for STD thresholding (blue) and
SNR thresholding (red). We have chosen a depth STD
threshold such that the nadir gap 2R, fits the SNR thresh-
olded results. We see a range penalty for the STD. The
maximum swath is achieved at 50 m altitude for SNR
thresholding, and 40 m altitude for STD thresholding.

Note that if the horizontal resolution for seabed mapping
is allowed to change within the swath [13], this will affect the
optimisation, and potentially a different collection geometry
will give the best performance. The methodology and
approach can still be used.

35 |

Coverage within swath

To better visualise the SAS seabed mapping performance of
this system as a function of altitude, we have selected a
35 X 50 m scene with trawl marks and a rock formation.
Figure 11 shows the SAS image of the scene. The rock
formation is at 245 m ground range. Figure 12 shows the
estimated coherence and the estimated depth maps for the
six different altitudes. We see that the three lowest altitudes
provide inferior depth maps relative to the three highest
altitudes. Note also the relatively large fraction of the scene
not being mapped due to the coherence being below a
threshold, especially for the lowest altitude. The fraction
covered inside the scene, or coverage within swath, could
also be formed into a performance criterion, similar to the
average SNR or the average depth STD. Note that this
performance metric is a function of the terrain variations in

the scene.
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3.6 | Optimisation procedure Data collection Collect reference data for calibration of
the model. The scene should ideally be homogeneous

To summarise, we suggest the following procedure for opti- and flat.

mising collection geometry for seabed mapping using inter- Processing Calculate average coherence and SNR as

ferometric SAS: function of geometry and range.

Model calibration Choose a seafloor type, and sonar
settings for the given geometry. Fine-tune the free pa-
rameters to calibrate the model.

Performance criteria Choose a set of performance
criteria based on nominal imaging geometry, SNR above
some threshold, depth STD below some threshold, and
coverage within swath.

Optimise geometry Run the calibrated model to calcu-
late the achievable swath given the criteria multiple itera-
tions using different collection geometries, for example,
vehicle altitude. Then choose the collection geometry that
maximises the effective area coverage rate.

Production Run data collection with the optimised
collection geometry for production of seabed maps.
Adaptation Measure through-the-sensor overall perfor-
mance in the collected data. Rerun the calibrated model.
Adjust the collection geometry to maximise performance.

The adaptation-stage is well suited to run fully automated
during production.

The same optimisation procedure can also be used to
optimise other parameters such as vertical beampattern, pulse
length, centre frequency and bandwidth.

4 | CONCLUSION
FIGURE 11 SAS image of the rock formation. The size of the image
is 35 x 50 m, the range to the centre of the scene is 245 m and the dynamic

range is 50 dB. The vehicle altitude was 60 m, and the port side sonar was In this paper, we have studied the p erformance of 1ong—range

used to produce this image. The theoretical resolution in the image is SAS interferometry for seabed mapping. For long range sys-
3 % 3 cm. tems, traditional geometry provides very small grazing angles at

FIGURE 12 Coherence (upper) and estimated bathymetry (lower) for a 35 x 50 m scene with flat seabed and a rock formation. The dynamic range is from
0 (blue) to 1 (red) in the coherence plots and with 1 m depth variation in the bathymetry plots. Left to right: Altitude equal to 15, 30, 45, 60, 75 and 90 m. The
data are from starboard side.
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maximum range, which may lead to insufficient SNR for ac-
curate seabed mapping. Equivalently, increasing the altitude
increases the nadir blind zone and also increases the range
dependent attenuation and energy spreading loss.

We have suggested a simplified model to predict the SNR
and thus also the variance of the interferometric estimates. We
have compared this model to experimental data using a HISAS
1032 Dual Rx system and found that the model relatively
accurately describes the minimum and maximum valid map-
ping range.

We have also described the relationship between the min-
imum and maximum range and the effective area coverage rate,
when the SAS sensor covers its own blind zone in a lawn-
mower pattern.

Finally, we have presented a direct procedure for opti-
mising the collection geometry for long range seabed mapping
that is well suited for fully automated processing, This pro-
cedure is also suitable for optimising other sonar parameters
such as vertical beampatterns and pulse parameters.
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